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Summary

As redesigned teacher evaluation systems have emerged across the country, recent studies
have begun to examine their effectiveness, reliability, and validity. But most of the empiri-
cal studies have focused on the reliability or performance of specific instruments; few have
documented their implementation.

The growing momentum for state education agencies to develop common, rigorous, state-
wide teacher evaluation systems suggests a need for research that describes implementation.
How do districts interpret state policy and guidelines? What opportunities, challenges, and
lessons does implementation present? How do the evaluations improve teaching and learn-
ing in schools?

Under guidance from the New Hampshire Department of Education, schools that had
received a School Improvement Grant were asked to design new teacher evaluation
systems. The systems were developed in 2011/12 and piloted in 2012/13. This study com-
pares the new district teacher evaluation systems in the New Hampshire districts that
received a School Improvement Grant, measures implementation fidelity, and examines
implementation factors. Key findings are:

On the comparison of new teacher evaluation systems:

e Despite basic similarities, specific features vary considerably across districts.

e Teacher summative evaluation rating scales are similar across districts.

e All districts employ the Danielson Framework for Teaching and its domains,
though components and weighting vary.

e In all districts, specific evaluation requirements are determined by teacher
experience.

® Measurement of student learning varies the most in teacher summative ratings.

e Implementation of student learning objectives varies the most across districts.

On implementation fidelity:
e District fidelity, measured as the percentage of teachers that experienced each
required evaluation system feature, ranged from moderate (60 percent) to high
(88 percent).

On implementation factors:

®  Capacity: Many evaluators and teachers reported that evaluation took too much
time and used too many resources.

®  Training: Initial training helped evaluators feel prepared to evaluate teachers under
the new requirements.

e Student measures: Introducing and designing student learning objectives proved
more challenging than other features of the new evaluation systems.

e Stakeholder support: Most teachers and evaluators support the new evaluation
systems, though to varying degrees.

e Teacher support: Teacher support is associated with implementation fidelity.

®  Professional climate: Teacher trust and influence is associated with implementation

fidelity.



Despite much similarity, core design features of the new teacher evaluation systems varied
substantially. Student learning objectives varied most. Further research is needed to under-
stand how to use student learning objectives more effectively as a tool for evaluation and
professional support.

The new teacher evaluation systems were implemented with moderate to high fidelity. This
study captures only one dimension of fidelity: teacher exposure to system features. Further
research is needed to assess other dimensions of fidelity to the New Hampshire guidelines
and to state-mandated systems in other locations and to examine implementation quality
and the factors that influence it.

As districts and schools implement the new teacher evaluation systems, they face sub-
stantial capacity challenges, including evaluators’ time and management of technology.
Stakeholder support, as well as teacher trust and influence, may be important for successful
implementation. Further research could examine the professional climate—specifically,
teacher trust and influence—to see how it influences implementation fidelity and quality.
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Why this study?

Many studies have called attention to the limitations of current teacher evaluation systems
and the need for reform nationwide (Gordon, Kane, & Staiger, 2006; Heneman, Mila-
nowski, Kimball, & Odden, 2006; Measures of Effective Teaching Project, 2012; Toch
& Rothman, 2008; Weisberg, Sexton, Mulhern, & Keeling, 2009). These studies have
critiqued teacher evaluation systems for neither differentiating among teachers and the
quality of their instruction nor emphasizing teachers’ influence on student achievement
(Daley & Kim, 2010; Measures of Effective Teaching Project, 2010; Weisberg et al., 2009).
Driven by federal policies and incentives, including Elementary and Secondary Education
Act waivers, School Improvement Grants (SIGs),! and Race to the Top grant requirements,
increasing numbers of state policymakers are changing teacher evaluation policies to
include more frequent evaluations and greater rigor in evaluation measures—for example,
assessments of student achievement growth that aim to measure teacher contributions to
student learning. In 2009 only 14 states required annual teacher evaluations, but by 2012
that number had increased to 23, and by 2012, 43 states required annual evaluations of all
new teachers (National Council on Teacher Quality, 2012).

Limited research on new teacher evaluation systems

As redesigned teacher evaluation systems have emerged across the country, recent studies
have begun to examine their effectiveness, reliability, and validity. But most of the empir-
ical studies (some of which are described below and in appendix A) have focused on the
reliability or performance of specific instruments; few have documented their implemen-
tation. Studying implementation is important because local context influences outcomes
and because implementation may reshape policy in practice (see, for example, Fowler,

2004, and McLaughlin, 1990).

The growing momentum for state education agencies to develop common, rigorous, state-
wide teacher evaluation systems suggests a need for research that describes implementation.
How do districts interpret state policy and guidelines? What opportunities, challenges, and
lessons does implementation present? How do the evaluations improve teaching and learn-
ing in schools?

Context and rationale for this study

New Hampshire is among the states that have introduced new, more rigorous teacher
evaluation systems. Under guidance from the New Hampshire Department of Education,
districts with schools that had received SIG funding were asked to design new teacher
evaluation systems. The systems were developed in 2011/12 and piloted in 2012/13 in the
state’s 15 SIG schools. The Northeast Educator Effectiveness Research Alliance, working
with the Regional Educational Laboratory Northeast & Islands, collaborated with the
New Hampshire Department of Education to study the state’s pilot implementation of the
new teacher evaluation framework.? The New Hampshire Department of Education also
wanted to develop new statewide teacher evaluation guidelines using lessons from the pilot
implementation.

The growing
momentum for
state education
agencies to
develop common,
rigorous, statewide
teacher evaluation
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implementation



What the study examined

This study addresses three research questions:
e What are the features of the new teacher evaluation systems in New Hampshire’s
SIG schools?
* To what extent did schools implement the evaluation system as intended?
e What factors affected implementation during the pilot year?

Understanding the features of each district’s planned teacher evaluation system, as well
as how these systems were implemented in the districts’ SIG schools during the pilot year,
will allow the state to adjust its new teacher evaluation framework before requiring other
districts and schools to set up their own systems (see box 1 for a description of the frame-
work and other key terms, and box 2 for a description of evaluation system features). This
study will also inform the support the state provides to districts as implementation is scaled

up.

Data for this study came from district administrative guidance documents and other
administrative data, such as evaluation plans and instruments; survey data from evalua-
tors and teachers; and interview data from district administrators, principals, and teachers.
Evaluators included any administrative staff responsible for conducting teacher evalua-
tions. In some schools only principals were evaluators; in others, other administrators, such
as assistant principals, shared this responsibility. (See box 3 for more information on the
data sources and analytic approach.)

Box 1. Key terms

Implementation fidelity. Generated from teachers’ survey responses, implementation fidelity
refers to the extent to which teachers experienced the features of a district’s planned teacher
evaluation system. This measure looks at whether features were being used, not at quality or
breadth of implementation. See appendix B for more detailed information on how the study
team constructed measures of fidelity.

New Hampshire Framework. Published by the New Hampshire Task Force on Effective Teaching
in 2011, the framework identifies the essential elements of a system to support effective
teaching and evaluation while honoring local decisionmaking. For more on the framework, see
New Hampshire Department of Education (2011).

Professional school climate. Generated from teachers’ survey responses, professional school
climate refers to the working environment for school professionals on six scales: leadership,
teacher influence, teacher—principal trust, professional development, reflective dialogue, and
focus on student learning. See appendix B for more detailed information on these survey items.

Teacher tracks. Teachers in New Hampshire are categorized into three tracks: beginner teach-
ers, including teachers new to teaching or new to their district; experienced or “continuing
contract” teachers (teachers with tenure), including master teachers in some districts; and
improvement plan teachers, or teachers on a specific plan to support their professional
improvement following a substandard evaluation. See appendix C for more detailed informa-
tion on these tracks.

This study will
inform the support
the state provides
to districts as
implementation
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Box 2. Evaluation system features

Not all districts included every feature.

Danielson domains refer to the four core areas of responsible teaching, as defined in the Dan-
ielson Framework for Teaching (Danielson, 2011). The four domains are planning and prepa-
ration, classroom environment, instruction, and professional responsibility. Each domain is
further defined by a set of components that provides more detail about the expectations for
each domain. This framework is used in the evaluative rubrics for all districts in the study.

Formal classroom observations, conducted by evaluators (principals and in some cases assis-
tant principals), provide detailed information on teacher behaviors and classroom activities.

Pre-/post-conferences are meetings between the evaluator and the teacher that are linked to
the observations. The teacher may provide a lesson plan before the observation or reflect on
the lesson with the evaluator after the observation.

Walkthroughs, conducted by evaluators, are brief classroom observations designed to capture
information on instruction practice in shorter and more frequent classroom visits than tradi-
tional formal observations.

Classroom artifacts include lesson plans, scoring rubrics, and student work.

Teaching portfolios, compiled by teachers, document all aspects of teaching, including ele-
ments not directly observable in a classroom, such as professional responsibilities and com-
munication with parents.

Self-assessments measure such factors as teacher knowledge, intentions, expectations, and
beliefs.

Professional growth plans are plans developed by the teacher, sometimes in collaboration
with the evaluator, to define goals to improve one’s practice.

Student learning objectives, designed by teachers in collaboration with their evaluators, are
targeted, data-driven goals for improving student learning. Individual teachers, content-area or
grade-level teams, or whole schools may develop student learning objectives.

What the study found

This study reports on variations in teacher evaluation system features, implementation
fidelity, and factors affecting implementation in New Hampshire’s districts with SIG
schools. District plans reflect the state-provided framework but vary considerably in design.
Implementation fidelity, as measured by teacher exposure to evaluation system features,
ranged from moderate to high. Several factors influenced implementation, including
capacity challenges, evaluator training, and stakeholder support.

Features of the district evaluation systems
The New Hampshire Task Force on Effective Teaching created a Blueprint for Effective

Teaching (New Hampshire Department of Education, 2011) in October 2011. The blue-

print identifies four pillars of effective teaching: preparation, induction and mentoring,
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Box 3. Data and methods

Administrative documents and data. The study team collected district plans and instruments
used for teacher evaluation. District plans contained information on the features of each dis-
trict’s teacher evaluation system and processes.

Surveys. The New Hampshire Department of Education developed two online surveys: an evalu-
ator survey for principals and other evaluators and a teacher survey for teachers in the schools
with School Improvement Grants (SIGs; appendix D). The surveys gathered data on evaluator
and teacher perceptions and experiences with the evaluation systems.

Interviews. The study team conducted semistructured interviews with a small sample of district
administrators, principals, and teachers from the SIG schools to supplement survey findings.

Analysis. The study team collected data for all eight districts in New Hampshire with SIG
schools and analyzed district evaluation plans and other documents from these districts. They
then compared the documented features against the reported use of the features from teacher
surveys to create an index of implementation fidelity for each district. To analyze factors affect-
ing implementation, the study team thematically analyzed survey responses on evaluator and
teacher perceptions about the new evaluation system. Finally, the study team supported survey
findings with the interview data. See appendix B for a full discussion of the study methods.

professional development, and evaluation. It provides a framework for evaluation while
allowing for local flexibility in the design. It states that evaluations should:
e Align with curricula, instruction, and assessments derived from the New Hamp-
shire standards for student achievement.
® Include multiple measures of student learning (such as standardized and locally
developed assessments and student portfolios) and teacher performance (such as
self-assessments, supervisor and peer observations, and teacher portfolios).
e Use both formative and summative evaluations.
®  Be conducted by trained personnel, including administrators and master teachers,
but with teachers invited to participate in development and implementation.
e Be appropriate for the teacher’s experience, performance, and school assignment.

To operationalize these recommendations, the New Hampshire Department of Education
(2012) mandated that SIG schools participate in technical assistance to learn about widely
used and referenced evaluation systems, including the Danielson Framework for Teaching
training (Danielson, 2011), New Hampshire Association of School Principals leadership
effectiveness training, and training on student growth metrics. In addition, teacher evalu-
ation systems had to:

® Be based on a framework that includes at least three components: classroom envi-

ronment, instruction, and professional responsibilities.

e Use a four-point performance rating scale.

® Include different teacher tracks for different levels of experience.

e Use multiple measures, including student learning objectives (SLOs).

Districts finished designing their systems in the 2011/12 school year and submitted draft
plans to the New Hampshire Department of Education in May 2012. The SIG schools
piloted the systems in 2012/13 (New Hampshire Department of Education, 2012). What

follows in this section are findings on the major similarities and differences across the eight
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district-developed plans for teacher evaluation in the SIG schools, based on systematic
review of the plans submitted to the state. See appendix C for district-by-district plan
details.

Proposed summative rating scales were similar across districts. As mandated by the
state framework, all districts proposed employing a four-point summative rating scale,
with little variation in terminology. Six of the eight districts used “unsatisfactory,” “basic,”
“proficient,” and “distinguished.” The other two used “ineffective,” “approaching effective,”
“effective,” and “highly effective” (table C1 in appendix C).

All districts proposed to employ the Danielson Framework for Teaching, though domain
components and weighting varied. All districts planned to employ the Danielson Frame-
work for Teaching and accompanying rubrics with the four domains of practice: planning
and preparation, classroom environment, instruction, and professional responsibility. But
how the districts planned to use the Danielson rubric varied. Most districts focused on a
subset of components (the level of specificity directly beneath the four domains), rather
than rate teachers on all possible components. District plans indicated that teachers would
be rated on as few as 8 components and as many as all 22. How districts planned to weight
the four Danielson domains in summative evaluations also varied, though the domains
tended to be weighted more heavily toward classroom environment and instruction. For
details of the relative weighting of the different domains, see tables C2 and C5 in appen-
dix C.

According to district plans, teacher tracks determined specific measures and the fre-
quency of evaluations. As required by the state, district plans designated teacher tracks
and paths for advancement and intervention. Requirements for a teacher under the evalu-
ation plan depended on the teacher’s track. In all of the plans the districts identified three
teacher tracks, two based on years of professional experience and one on the results of pre-
vious evaluations. Across all of the district plans, the first track, also known as the begin-
ner teacher track, lasts three to five years. Teachers who come to districts with experience
tend to move out of the beginner track faster than teachers new to teaching. Similarly, in
all district plans the second track is the experienced teacher track, designated for teachers
who have achieved a “continuing contract” (teachers with tenure) or professional status.
District plans proposed modifying the evaluation system for these more experienced teach-
ers, with fewer observations and more flexibility in how teachers demonstrate proficiency—
for example, through action research or a portfolio. Two district plans included a master
teacher or educator leader subtrack within the experienced teacher track. The third track,
the improvement or intervention track, is for teachers who are less than proficient in some
areas, based on the evaluation. Several plans indicated processes for supporting and mon-
itoring teachers in this track. (More information on these tracks, district by district, is
provided in table C4 in appendix C.)

The weight given to measures of student learning varied the most in the district plans.
District plans designated student learning as worth 5-20 percent of teacher summative
rating. Five of the districts specified that student learning counts for 20 percent of the
teacher rating, essentially serving as a fiftth domain. Of these five districts, two divided the
20 percent assigned to student learning between a schoolwide student learning measure
(10 percent) and an individual or a team student learning measure (10 percent). One dis-
trict proposed to count student learning for 5 percent of the teacher rating, calculated

How districts
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as the average of two student learning objectives. Another district incorporated student
learning as a component of domain 4, professional responsibility, so that its weight is part
of the 25 percent assigned to domain 4. The remaining district did not propose to assign
a percentage to the student learning part of the evaluation. (See table C5 in appendix C
for more information on the components selected for inclusion by district and the weight
assigned to each domain.)

Despite broad similarities in district plans, specific features varied considerably by dis-
trict. While all eight districts included observations and pre- or post-conferences as eval-
uation system features for beginner teachers (table 1), the frequency and duration of these
visits varied by district and teacher track. The highest number of required observations
was seven or eight (for beginner teachers in one district). The lowest was one every three
years (for experienced teachers in five of the districts).

While seven district plans indicate that walkthroughs are a required or optional measure,
the frequency, duration, and overall specificity of these walkthroughs varied. One district
did not require them. Two did not specify a frequency, one specified one a year, another
specified two a year, one specified up to five a year, and two specified two to four in the
third year of a three-year evaluation cycle. (See table C6 in appendix C for more detailed
information on how features vary by teacher track.)

District plans for designing and implementing SLOs varied the most. While most districts
proposed that some or all teachers develop two to three SLOs, the specific SLO target—
individual teacher, team of teachers, or whole school—varied by district (table 2). Seven
district plans required a schoolwide SLO; five required an individual SLO for each teacher.
Four districts required a team-level (grade- or content-specific) SLO, and three included a
team-level SLO but did not specify whether it would be required. District plans also varied
considerably in the amount of detail they provided on development and implementation
timelines, students included in SLO measures, frequency of SLO measurement, and the
type of data to be used. (See table C7 in appendix C for more detailed information on
district guidelines for SLOs.)

Table 1. Number of pilot districts implementing each teacher evaluation system
feature, by teacher track, 2012/13

Teacher evaluation system feature Beginner teachers Experienced teachers
Formal classroom observation 8 8
Pre-/post-conference 8 8

Walkthrough

Classroom artifacts 7 6
Teaching portfolio 5

Self-assessment 5 5
Professional growth plan 7 82
Student learning objectives 7 8

a. In one district a professional growth plan is specified only for experienced teachers, with action research as
a possible component.

Note: Although most districts also have an improvement track, as described in box 1, information on the
requirements for this track was insufficient to include it here.

Source: Authors’ calculations based on a review of district plans.
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Table 2. Coverage of student learning objective requirements in eight pilot
districts, 2012/13

Student learning objective target Number of districts

Schoolwide 7
Department or grade-level team, mandatory 4
Department or grade-level team, optional 3
Individual 5

Source: Author calculations based on a review of district plans.

District-level implementation fidelity in the first year of implementation

State-level policymakers in New Hampshire expressed interest in the fidelity of the new
teacher evaluation systems—the extent to which the new systems were implemented as
described in the district plans. Fidelity has multiple dimensions, including adherence,
exposure or coverage, quality of program delivery, participant responsiveness, and program
differentiation (Carroll et al., 2007; Dane & Schneider, 1998; Knoche, Sheridan, Edwards,
& Osborn, 2010). This study examined only exposure or coverage. The study team com-
pared each district plan’s required features, as summarized in detail in appendix C, with
teachers’ exposure to the features, as reported in the teacher survey. (See appendix B for a
detailed discussion of how the study team created an implementation fidelity measure and

defined fidelity levels.)

Implementation fidelity ranged from moderate to high. Overall implementation fidelity
was high (80 percent or higher) in three districts and moderate (60-79 percent) in the
other five (table 3). Average fidelity was around 74 percent. Implementation fidelity to spe-
cific features was lowest for classroom artifacts (about 49 percent)’ and highest for SLOs
(almost 89 percent), which are required in all districts.

Factors affecting implementation

The study’s survey design and interview protocols, informed by the literature and by the
specific concerns and interests of the New Hampshire Department of Education, focused
on stakeholder support; planning and training; leadership; professional development;
professional climate; and use of time, personnel, and other resources (Bradshaw, Reinke,
Brown, Bevans, & Leaf, 2008; Fixsen, Naoom, Blasé, Friedman, & Wallace, 2005; Fowler,
2004; McLauglin, 1990). Analyses of the teacher and evaluator surveys and interviews
with teachers, principals, and district administrators identified five factors that particularly
affected implementation of the teacher evaluation framework in New Hampshire’s SIG
schools:

e Time and resource capacity.

e Evaluator training.

® Introducing and developing student measures.

e Support of stakeholders, including evaluators and teachers.

e Teachers perceptions of professional climate.

Capacity: Many evaluators and teachers reported that evaluation took too much time
and used too many resources. Many evaluators and teachers reported not having enough
time or personnel to complete the required number of evaluations. About 70 percent of
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Table 3. Percentage of teachers who reported experiencing each required feature,
by pilot district, 2012/13

District

Required feature E

Formal classroom

observation 100.0 82.4 100.0 72.0 55.6 56.7 83.3 81.8 79.0
Pre-/post-conference 100.0 65.7 90.5 79.0 75.0 58.3 66.7 45.5 72.6
Walkthrough 100.0 61.8 90.5 100.0 60.0 72.6 38.9 na 74.8
Classroom artifacts® 36.0 44.1 19.1 87.5 na 241 33.3 100.0 49.2
Teaching portfolio na na 28.6 88.0 82.9 na 33.3 90.9 64.7
Self-assessment 81.8 na na 83.3 na 70.4 77.8 100.0 82.7

Professional growth plan ~ 100.0 79.4 90.5 82.6 77.1 83.1 55.6 81.8 81.3

Student learning

objectives 100.0 94.1 100.0 91.7 62.9 90.2 89.0 90.9 89.8
Mean (implementation
fidelity) 88.3 71.2 74.2 85.5 68.9 65.1 60.0 84.4 74.3

na is not applicable because the district does not require the feature.
a. Results should be interpreted with caution due to a low response rate (39 percent) to the teacher survey.

b. Classroom artifacts are an ambiguous feature. They may be required in teaching portfolios or as an eval-
uation feature on their own. Many plans did not specify whether artifacts were required or optional, perhaps
confusing teachers and leading to lower reported fidelity levels.

Source: Authors’ calculations based on data from the 2013 Teacher Professional Climate and Implementation
Survey.

evaluators and 62 percent of teachers reported that the system took too long to implement.
Interview data revealed that evaluations required time to schedule and conduct classroom
observations, walkthroughs, and conferences; compile the results from multiple measures
for each teacher; and complete and maintain paperwork for all teachers. In two districts
principals were responsible for 30 or more teacher evaluations, and in six districts principals
conducted 20-29 evaluations, without any compensatory relief from other duties.* Teach-
ers also commented on the time and effort it took to complete paperwork and prepare for
meetings with evaluators. Some principals suggested shortening walkthroughs or reducing
the frequency of evaluations for experienced teachers who have been found proficient in
previous evaluations. Teachers also suggested reducing the evaluation frequency for more
experienced teachers.

Interview data also showed that resources were leveraged in different ways to conduct eval-
uations. In some cases, interviewees made specific requests for additional resources. For
example, several principals and teachers commented on the need for technology to manage
the new systems and streamline the evaluation process. One principal indicated that the
school was looking for new software to calculate rubrics and that not all software could do
this. Another principal expressed interest in having a consultant who was involved in the
evaluation system and who could share lessons about implementation. Some districts did
engage local consultants, whose usefulness varied, according to interview respondents. For
example, one respondent indicated that consultants who were hired to support the imple-
mentation of the Danielson Framework “kept asking for resources” and did not seem to
bring the expertise necessary to support implementation. In contrast, another respondent
shared that a consultant hired to work with teachers on instructional practices resulted in
a “boost of morale.”

Many evaluators
and teachers
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to complete the
required number
of evaluations



Training: Initial training helped evaluators feel prepared to conduct evaluations. Eval-
uators participated most frequently in ongoing training in the Danielson Framework and
in conducting classroom observations and walkthroughs. This training was reflected in
higher reported feelings of preparedness to implement these features than others—for

NS

example, “to use domains from the Danielson Framework for Teaching,” “to review profes-

sional growth plans,” or “to develop improvement plans” (figure 1).

Evaluators indicated that the state provided training early in the summer before implemen-
tation, especially for the Danielson Framework for Teaching, observations, and calibrations.
In interviews, several evaluators emphasized the quality of the training in the Danielson
Framework—they were pleased to have an opportunity to work with the rubrics before
they were distributed by the New Hampshire Department of Education. Several evalua-
tors indicated that their schools were already using the Danielson Framework or a similar
model but that the calibration training was very useful. Many evaluators also appreciated
that the state-led training was scheduled a year in advance, allowing them to plan for it.
Some evaluators commented that they would have liked more opportunities throughout
the implementation year for additional state-provided professional development.

Student measures: Introducing and designing student learning objectives proved to be
more challenging than implementing other features of the new evaluation systems.
Evaluators did not feel as prepared to implement SLOs as they did to implement other
system features for which they received training. Although 60-70 percent of evaluators
participated in training that addressed how to write SLOs and determine whether teachers
had achieved them, only 53 percent indicated that they felt prepared to write or review
SLOs. According to several interviewees, SLO training was insufficient. Evaluators had
many questions about implementation, such as how to identify appropriate data sources,
ensure rigor, and review and assess the SLOs. Capacity issues, as well as the considerable
district variation in SLO design, may also have lowered evaluators’ feelings of preparedness.

Figure 1. Evaluator participation in training and preparation for implementation

® Participated in training ® Did not participate in training

Evaluators who reported feeling prepared
to use domains from Danielson Framework
as part of evaluation process

Evaluators who reported feeling prepared
to review professional growth plans
as part of evaluation process

Evaluators who reported feeling prepared
to develop improvement plans for teachers
as part of the evaluation process

0 25 50 75 100
Percent

Note: The sample included 31 evaluators.

Source: Authors’ analysis of New Hampshire Department of Education teacher evaluator data, 2013.
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Because SLOs were new to the districts, they were subject to experimentation and trial
and error. Some evaluators reported that more specific, concrete examples of quality SLOs
would be useful, particularly in elementary grades. Others indicated the need for training
on how to develop SLOs that were both rigorous and attainable. Evaluators also expressed
a desire for more professional development in SLOs. One school used a local task force
to develop a formula for implementing SLOs—the principal reported that school person-
nel were “comfortable” implementing the SLOs, suggesting that support for training helps
evaluators feel prepared even if it is not state led.

Most teachers and evaluators support the new evaluation systems. Eighty-three percent
of evaluators and 68 percent of teachers reported that they think the evaluation system
is fair. Similarly, 73 percent of evaluators and 76 percent of teachers indicated that the
teacher unions in their districts supported the new evaluation systems.

Teacher support seems to be associated with implementation fidelity. Teacher support
for the new evaluation system seems to be associated with implementation fidelity. The
three districts with the highest average fidelity also had the highest means on the survey
for fairness/compliance and support of desired implementation outcomes (table 4). (Table
B4 in appendix B shows the means for the items making up each support concept.) It is
unknown whether higher stakeholder support facilitated higher implementation fidelity or
whether higher implementation fidelity led to higher stakeholder support.

New Hampshire’s implementation timeline may also have enhanced stakeholder support.
The new system was developed in 2011 with participation from stakeholders across the
region, including SIG school representatives. Many teachers sat on local steering commit-
tees over the following year to help define district evaluation systems and their features.
Implementation began in 2012/13.

Professional climate: Teacher trust and teacher influence seem to be associated with
implementation fidelity. The teacher survey included items designed to measure percep-
tions of professional climate. These items were adapted from a Chicago Consortium for
School Research (2012) survey on school professional climate that included constructs
of leadership, teacher influence, and trust among peers and leaders. Teachers were asked
to indicate to what extent they agreed or disagreed with statements related to these

Teacher support for
the new evaluation
system seems to
be associated with
implementation
fidelity. The three
districts with the
highest average
fidelity also had
the highest means
on the survey

for fairness/
compliance and
support of desired
implementation
outcomes

Table 4. Stakeholder support and average implementation fidelity, by pilot district, 2012/13

District

D
Fairness/compliance 3.07 2.57 2.66 3.13 2.54 2.65 2.48 2.93 2.70
Time to implement 3.27 2.55 2.40 2.50 2.72 2.92 2.47 2.79 2.72
Support of desired
implementation outcomes 3.12 2.38 2.43 2.73 2.25 2.34 2.35 2.56 2.42
Implementation fidelity
(percent) 88.3 71.2 74.2 85.5 68.9 65.1 60.0 84.4 74.3

a. Results should be interpreted with caution due to a low response rate (39 percent) to the teacher survey.

Note: The survey item responses were on a scale of 1 (strongly disagree) to 4 (strongly agree). Values are the mean across all teacher

responses. Table B4 in appendix B shows the means for the items making up each support concept.

Source: Authors’ calculations based on data from the 2013 Teacher Professional Climate and Implementation Survey.
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Table 5. Professional climate elements and average implementation fidelity, by pilot district, 2012/13

District
Element
Leadership 3.64 2.18 2.66 3.22 2.43 3.34 2.10 2.83 2.88
Teacher influence 3.10 1.90 1.98 3.17 2.62 3.02 2.26 3.22 2.69
Trust 3.61 2.22 2.63 3.41 2.62 3.56 2.46 3.06 3.05
Overall climate 3.40 2.19 2.71 3.16 2.57 3.21 2.35 3.01 2.89
Implementation fidelity (percent) 88.3 71.2 74.2 85.5 68.9 65.1 60.0 84.4 74.3

a. Results should be interpreted with caution due to a low response rate (39 percent) to the teacher survey.

Note: The survey item responses were on a scale of 1 (strongly disagree) to 4 (strongly agree). Values are the mean across all teacher
responses.

Source: Authors’ calculations based on data from the 2013 Teacher Professional Climate and Implementation Survey.

constructs (for example, “The principal in this school presses teachers to implement what  District plans
they have learned in professional development”; “I trust the principal”). Scores were calcu-  vary in the degree
lated for each of these constructs, and an overall score was created for professional climate ~ ©of detail they

by averaging teacher responses to each item in each construct. (See appendix B for a more ~ Provide and do

. o . I if
detailed description of this work.) not always specify
whether features
.. . . . . . ) are required
The three districts with high implementation fidelity (above 80 percent) have higher ;. tignar

average overall professional climate scores (table 5). Districts with lower fidelity have lower
overall climate scores, except district F. The climate scores, however, suggest that teacher
trust and influence may play a role in implementation fidelity.

Limitations of the study

This study aims to help both the New Hampshire Department of Education and others
who are designing or implementing new teacher evaluation systems, but its findings must
be interpreted with caution. The study examined SIG schools in New Hampshire, and
the generalizability of its findings to other schools has limitations. Further, survey and
interview data relied on teachers’ and evaluators’ self-reports. While the response rate for
the evaluator survey was 88 percent, response rates to the teacher survey were more vari-
able, with an overall rate of 61 percent. It is impossible to know to what extent the study’s
respondents are representative of the teacher population. And a nonrandom interview
sample of six teachers, eight principals, and five district administrators is also not general-
izable to a larger population. However, the study team used interviews only to supplement
data gathered through document analysis and surveys, and the interviews provide context-
ual information about factors that influence implementation.

This study’s fidelity measures also have limitations. District plans vary in the degree of
detail they provide and do not always specify whether features are required or optional.
The study team reviewed and coded the features multiple times to ensure as much accu-
racy as possible, but some details may not have been provided. In addition, the fidelity
measure used here captures just one of several possible dimensions—teacher exposure to
the intended evaluation system features.

Finally, while survey data provide valuable information about the professional climate
in the SIG schools in the spring of the first year of implementation and can be used to
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examine the relationship between implementation fidelity and teachers’ perceptions of

professional climate, they do not support causal inferences.

Directions for future research

This study identified several factors affecting implementation, including capacity, stake-

holder support, and designing student learning objectives. The following are suggested

areas for further research:

SLOs displayed the most variation in district plans and presented the greatest
challenges in implementation. Further research is needed to understand how to
use SLOs most effectively as a tool for evaluation and professional support.

The study examined one dimension of fidelity—teacher exposure to new evalu-
ation system features. Other dimensions of fidelity to the New Hampshire guide-
lines and to state-mandated systems in other locations should be examined, as well
as implementation quality and factors that may influence it.

Capacity presents substantial challenges for districts and schools implementing
new systems. Further research is needed to determine the right balance of guid-
ance and flexibility that a state may provide to local districts as they develop and
implement these systems and that districts can build into their own systems to
promote effective implementation.

The study’s findings indicate that stakeholder support is associated with imple-
mentation fidelity. Further research could examine the professional climate—
specifically, teacher trust and influence—to examine how it may influence
implementation fidelity and quality.
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Appendix A. Literature review

This study drew on a range of policy-driven theoretical and descriptive literature on new
teacher evaluation systems and their implementation.

Policy context: Teacher evaluation reform

Many studies have called attention to the limitations of current teacher evaluation systems
and the need for reform nationwide (Gordon et al., 2006; Heneman et al., 2006; Measures
of Effective Teaching Project, 2012; Toch & Rothman, 2008; Weisberg et al., 2009). These
studies have critiqued teacher evaluation systems for neither differentiating among teach-
ers and the quality of their instruction nor emphasizing teachers’ influence on student
achievement (see, for example, Daley & Kim, 2010; Measures of Effective Teaching Project,
2010; Weisberg et al., 2009).

State policymakers have also taken an interest in teacher evaluation in recent years. In
2009 only 14 states required annual teacher evaluations, but by 2012 that number had
increased to 23, and by 2012, 43 states required annual evaluations of all new teachers
(National Council on Teacher Quality, 2012). In addition, Race to the Top federal grant
applications from states across the country proposed major reforms requiring that states
design comprehensive evaluation systems with multiple teacher performance measures
(Learning Point Associates, 2010). And the recent Elementary and Secondary Education
Act flexibility waiver application requires that states include their plans to reform teacher
and principal evaluation and support systems so that they focus on instruction quality
and student results (Partee, 2012; U.S. Department of Education, 2011). As of July 2013
the U.S. Department of Education had approved flexibility requests for 39 states and the
District of Columbia, and requests for 10 other states were under review. New Hampshire
was granted a flexibility waiver on June 26, 2013 (U.S. Department of Education, 2013).

Guidance for new generation teacher evaluation systems

Several documents produced by researchers and practitioners have provided the theoret-
ical underpinning for the new generation of teacher evaluation systems. The guidance
literature calls for a theoretical framework for effective teaching, multiple measures of
teacher effectiveness, and system development processes that ensure reliability and focus
on improving teaching and learning (for example, Coggshall, Rasmussen, Colton, Milton,
& Jacques, 2012; Goe, Biggers, & Croft, 2012; Joe, Tocci, Holtzman, & Williams, 2013).
Danielson’s 2011 edition of the Framework for Teaching has influenced system develop-
ment in many districts and states, including New Hampshire. The framework is a set of
classroom observation rubrics and training materials aligned with four domains and 22
components of what successful teachers should know and be able to do. First published in
1996, the framework is grounded in research on instruction, aligned to the Interstate New
Teacher Assessment and Support Consortium standards, and based on a constructivist
view of learning and teaching.

Goe, Bell, and Little’s (2008) review of the most commonly used measures of teacher
effectiveness identifies seven types of evaluation measures. Classroom observations
provide detailed information about classroom behaviors and activities. Instructional arti-
facts include lesson plans, scoring rubrics, and student work. Portfolios collect a range of
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documentation about all aspects of teaching, including elements not directly observable
in a classroom. Teacher self-reports measure factors such as teacher knowledge, intentions,
expectations, and beliefs. Student survey data provide students’ perspective on instruc-
tion. Value-added models determine teachers’ contributions to students’ test score gains.
Goe et al. (2008) argue for a system that employs a range of these measures to accurately
capture teacher practice and impact on student learning.

The National Comprehensive Center on Teacher Quality has published several guidance
documents that provide recommendations and illustrative examples of the process that
states or districts may use in designing a new system (Goe et al., 2008), as well as infor-
mation about specific elements or measures that might be included (Goe, Holdheide, &
Miller, 2011). Goe et al. (2011) outlines eight components for the design process, including
specifying system goals, selecting measures, ensuring data integrity and transparency, and
using teacher evaluation results. These comprehensive guidance documents have influ-
enced the development of new evaluation systems in many states and have been the basis
for much of the work undertaken in New Hampshire. For example, New Hampshire’s eval-
uation guidelines require that districts develop systems with multiple measures of teacher
performance and student outcomes, as well as multiple rating categories for the summative
evaluation.

Limited research on new teacher evaluation systems

Recent studies have begun to examine the new, more rigorous approaches to teacher eval-
uation. Some studies have been purely descriptive. For example, the National Council on
Teacher Quality (2012) surveyed state policy changes on teacher evaluation and found
that by 2012, 39 states required annual classroom observations, 30 states required that
teacher evaluations include objective evidence of student learning, and 25 states required
that evaluation systems differentiate ratings into more than two categories. States are also
beginning to attach higher stakes to teacher evaluation outcomes: In 2012 nine states
required that teacher tenure decisions be tied to student performance (National Council
on Teacher Quality, 2012). Findings from a Regional Educational Laboratory West study
by White, Makkonen, Vince, and Bailey (2012) examined how California districts and
district-funded charter schools described their evaluation systems and used their evalua-
tion results, based on the California Teacher and Principal Evaluation Survey. Of 1,482
reporting local education agencies, 61 percent had evaluation systems based on the Cal-
ifornia Standards for the Teaching Profession, and 57 percent used student achievement
outcomes or growth data. According to the study, local education agencies used evaluation
results more for decisions on removal and retention and less for those on compensation
and promotion, and more than two-thirds of local education agencies had two or three
performance rating levels for their teachers (White et al., 2012).

Much of the research on new teacher evaluation systems has focused on the reliability
or performance of specific instruments used to measure teacher effectiveness (see, for
example, Ho & Kane, 2013 for a discussion of reliability in classroom observations, and
Kersting, Chen, & Stigler, 2013 for a discussion of value-added models). For example, the
Chicago Consortium for School Research, studying instruments in the Chicago Public
Schools pilot of their new evaluation system, found that observation ratings (including
ratings of the same teacher by more than one observer) correlated with student perfor-
mance on achievement tests (Sartain, Stoelinga, & Brown, 2011).
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The Measures of Effective Teaching Project, a longitudinal study of teacher evaluation,
has experimented with evaluation approaches—such as testing observation protocols,
conducting student surveys of teacher practice, and investigating student achievement
outcomes—to identify the most effective evaluation tools.> The research indicates that
teachers who have high value-added scores also perform well on other measures, such as
observation rubrics and student ratings (Measures of Effective Teaching, 2010, 2012). In
their concluding study, the study team randomly assigned students to teachers’ classrooms
to examine whether teachers who had previously been identified as more effective had a
causal impact on student achievement (Measures of Effective Teaching, 2013). They dis-
covered that students of teachers with higher effectiveness estimates did better, on average,
than students of teachers with lower effectiveness estimates and that the magnitude of
those gains was consistent with the prior year’s predictions.

Daley and Kim’s (2010) study of the System for Teacher and Student Advancement®
found that the evaluation system effectively differentiates among teachers and that the
observational components align with teachers’ value-added scores. By contrast, a recent
Mathematica report of Pennsylvania’s evaluation system pilot examined the effectiveness
of observation ratings conducted by principals and evaluators compared with value-added
scores for the same teachers and found that teachers’ observation scores clustered in the
upper two categories (proficient and distinguished) while the value-added estimates were
more varied. The authors posited that if principals do not differentiate among teachers in
their observation scores, further research will continue to find no statistically significant
relationship between observation scores and value-added estimates (Lipscomb, Chiang,
& Gill, 2012). Researchers and policymakers still debate the value of different methods,
such as the reliability of value-added measures of teacher effectiveness (for example, Dar-

ling-Hammond, 2012).

Perhaps more relevant to this evaluation implementation study, another area of research
has examined the reliability of entire evaluation systems for differentiating among teachers
(for example, Glazerman, Goldhaber, Loeb, Raudenbush, & Whitehurst, 2011). Because
the new evaluation systems often include multiple rating scales (rather than the binary
scales of previous systems), researchers are interested in examining the distribution of
teachers’ ratings across these scales. For example, a recent Aspen Institute report about the
Washington, DC, evaluation system (IMPACT) examined the trends in summative ratings
before and after implementation of the new evaluation system. The review of these data
revealed that the new system elicited greater variation across the four-level rating scale,
with fewer teachers performing at the highest level than in the previous system (Curtis,

2011).
Implementation of new evaluation systems

While there is a growing body of research on teacher evaluation, only a few empirical
studies have documented evaluation system implementation. McGuinn (2012) conducted
document analysis and interviews of state and local education agency staff in six states
that were “early adopters” of teacher evaluation reforms—Colorado, Delaware, New Jersey,
Pennsylvania, Rhode Island, and Tennessee. He identified several common challenges,
including variation in the amount of standardization or flexibility states grant to districts;
concerns about the role of state education agencies in new human capital policies (for
example, focus on school improvement instead of compliance monitoring); states’ needs
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for funding, organizational restructuring, and support to address “internal capacity gaps”;
variation in states’ approaches in evaluator training; and other struggles related to rapid
implementation timelines and questions about value-added models and student growth
scores.

Other studies have looked primarily at implementation in particular school districts, pro-
viding insight about impediments to implementation and how districts have addressed
them. Two studies from the Center for American Progress (Donaldson, 2012; Donaldson &
Papay, 2012) focused on teachers in a medium-size, urban Northeastern district that imple-
mented a new evaluation program in 2010. The program was based primarily on teachers
setting performance goals, and teachers were evaluated on student performance as well as
standards-based observations and evidence of professional conduct. Donaldson and Papay
(2012) found that certain economic, political, and policy factors supported the evaluation
system’s development and favorable acceptance. Specifically, district leaders, school leaders,
and teachers perceived that the evaluation system was developed collaboratively to meet
the needs of stakeholders, including unions, and that the collective bargaining agreement
supported development. Donaldson (2012) further concluded that while teachers valued
the goal-setting component, they had mixed views about whether the program was fair or
objective. Additionally, teachers reported changes to their planning and preparation due
to the evaluation system but typically not to instruction or pedagogy (Donaldson, 2012).

The Aspen Institute has funded a series of papers examining the implementation of new
systems in Washington, DC; Charlotte-Mecklenberg, NC; and Hillsborough, FL (Curtis,
2011, 2012a,b). The studies describe the evaluation systems and the districts’ processes for
developing them. All three districts’ experiences indicate the need for strong communica-
tion strategies to support implementation. The districts emphasized effective teaching and
building a common language and vision of good teaching. The studies also indicate that
school leaders need strong training in the evaluations and increased support, especially in
time allotted for conducting evaluations and providing instruction support. District-level
leadership also needs to be trained in the new system to support the work in schools.
Perhaps more important, as noted in the DC study, implementation of the new evaluation
system may unearth district-level capacity deficits in other areas, such as curriculum and
assessment.

Shakman, Breslow, Kochanek, Riordan, and Haferd (2012) interviewed district leaders in
early phases of implementation, and their findings reiterate some of the themes in the
Aspen Institute papers, such as an emphasis on effective teaching and the need for strong
communication and greater district capacity. The authors also found that the districts were
strategically sequencing implementation. This sequencing strategy is designed to address
limits in district capacity while building support for the system by rolling out less contro-
versial parts of the evaluation, such as observation rubrics, before more controversial parts,
such as student growth metrics.

A 2010 RAND report (Steele, Hamilton, & Stecher, 2010) studied the Denver, CO, Hills-
borough, FL, and Washington, DC, districts, as well as districts in Delaware and Tennessee,
to examine early work on incorporating student measures into teacher evaluations. While
the RAND study focused only on implementation related to student measures, some of the
authors’ conclusions relate to implementation more broadly. They concluded that compre-
hensive evaluation systems should incorporate multiple measures and that policymakers
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must attend not only to technical properties of student assessments but also to how the
assessments get used. Training and monitoring in using these high-stakes assessments is
needed to ensure that they provide accurate and reliable information. The research sug-
gests that these implementers share the need for clear and common language, capacity
development, and effective training for evaluators and teachers in the new systems.

Factors affecting implementation

While the literature on implementation of new teacher evaluation systems is fairly small,
this study’s conceptual and theoretical framework is rooted in three decades of research
(McLaughlin, 1990; Fowler, 2004). This research has identified and explored factors that
may affect implementation, including leadership; adequate support among key stakehold-
ers; continuous program development and coaching; a purveyor, or someone who actively
leads implementation; planning for implementation, including training, professional devel-
opment, and ongoing supports; and mobilization of resources for implementation, includ-
ing money, materials, time, personnel, and space (Bradshaw et al., 2008; Fixsen and Blasé,

2009; Fixsen et al., 2005; Fowler, 2004; Penuel, Riel, Krause, & Frank, 2009).

Some literature has focused on the components of successful implementation. Birkland
(2010) identifies three such components: ongoing assistance, a mechanism for monitoring
and feedback, and systems for coping with problems. Researchers are becoming more con-
cerned with the impact that contextual factors—such as student demographics, evaluator
content knowledge, school communities, and professional climate—have on the design,
implementation, and outcomes of teacher evaluation systems (for example, Graue, Delaney,
& Karch, 2012; Hill & Grossman, 2013).
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Appendix B. Data and methodology

This appendix details the data and methods used in the report.

There are three primary sources of data for this study: administrative documents and data,
such as evaluation guidance documents and plans; survey data from evaluators and teach-
ers; and interview data from district administrators, principals, and teachers.

Administrative documents and data

Regional Educational Laboratory (REL) Northeast & Islands study team members collect-
ed two types of administrative data: district plans and teacher evaluation instruments. The
documents, submitted to the New Hampshire Department of Education in summer 2012,
provide information on the features of each district’s teacher evaluation systems, including
processes (for example, which teachers will be evaluated, who will evaluate them, the fre-
quency with which they will be evaluated, how teachers will be assigned different tracks,
and the possible rating categories), and the features, or multiple measures, used in the eval-
uations (for example, classroom observation protocols, teacher self-assessments, profession-
al growth plans, and student learning objectives). The documents also specify how districts
are using specific elements from the Danielson Framework for Teaching (The Danielson

Group 2011).

The study team analyzed the administrative documents to answer research question 1 on
the features of the teacher evaluation systems in New Hampshire districts with School
Improvement Grant (SIG) schools and research question 2 on the extent to which districts
implemented the evaluation systems as intended. Table