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Executive summary 

This study evaluated an approach to professional development for middle school science 
teachers by closely examining one grade 8 course that embodies that approach. Using a 
cluster-randomized experimental design, the study tested the effectiveness of the Making 
Sense of SCIENCETM professional development course on force and motion (Daehler, 
Shinohara, and Folsom 2011) by comparing outcomes for students of teachers who took the 
course with outcomes for students of control group of teachers who received only the typical 
professional development offered in their schools and districts. The study estimated impacts 
on student science achievement for all grade 8 students in the study sample as well as for the 
subsample of English language learners. It also estimated impacts on teacher science and 
pedagogical knowledge. 

Need for better preparation of science teachers 

Teacher courses developed by the Understanding Science for Teaching program at WestEd 
are, according to the developer, intended to improve students’ science achievement, including 
that of low-performing students and English language learners, by strengthening their 
teachers’ science content knowledge and knowledge for teaching that science. Making Sense 
of SCIENCETM courses have been shown to increase elementary school teachers’ content 
knowledge and student achievement in a national randomized experimental controlled trial 
and numerous smaller field tests (Heller, Daehler, and Shinohara 2003; Heller et al. 2010).  

The need for better preparation of science teachers is clear: More than two-thirds of middle 
school science teachers in the United States reportedly have inadequate science preparation 
(Fulp 2002). “Out-of-field” teaching is widespread and stands to increase as many veteran 
science teachers retire (Fulp 2002). For example, one study reported that only 28 percent of 
science teachers in grades 6–8 have an undergraduate degree in science (Fulp 2002). Quality 
professional development for middle school teachers potentially is a powerful way to improve 
science instruction, since each teacher directly affects up to six or seven classes of students 
during each semester or quarter, considerably more than elementary school teachers. 

The landmark report Taking Science to School: Learning and Teaching Science in Grades  
K–8, produced by the National Research Council in 2007, concludes that “well-designed 
opportunities for teacher learning can produce desired changes in their classroom practices, 
can enhance their capacity for continued learning and professional growth, and can, in turn 
contribute to improvements in student learning” (Duschl, Schweingruber, and Shouse 2007, 
pp. 306–07). The most successful features of professional development described in the 
literature include a focus on content; teacher curricula grounded in classroom experiences and 
linked to standards-based, high-quality student curricula; and a process that offers teachers 
opportunities for professional dialogue and critical reflection (Cohen and Hill 2000, 2001; 
Desimone et al. 2002; Garet et al. 2001; Kennedy 1998; Knapp, McCaffrey, and Swanson 
2003; Little 2006; National Staff Development Council 2001; Weiss et al. 1999; Wilson and 
Berne 1999). 
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Embodying these characteristics, the Making Sense of SCIENCETM approach focuses on 
developing teachers’ pedagogical and content knowledge. The model is based on the premise 
that, to develop this specialized knowledge, teachers must have opportunities to learn science 
content knowledge in combination with analysis of student thinking about that content and 
they need instructional strategies for helping students learn that content (Duschl, 
Schweingruber, and Shouse 2007; Shinohara, Daehler, and Heller 2004; Shymansky and 
Matthews 1993; Van Driel, Verloop, and De Vos 1998). Previous empirical studies provide 
consistent evidence that the Making Sense of SCIENCETM model is effective for improving 
student science achievement in elementary school (Heller, Daehler, and Shinohara 2003; 
Heller and Kaskowitz 2004). To date, however, the effectiveness of the program for middle 
school science achievement has not been examined. 

Some have argued that most school districts in the United States lack coherent, effective 
professional development programs, site-based expertise, and science-savvy staff developers 
to provide such programs (Little 2006; Duschl, Schweingruber, and Shouse 2007). Given the 
strong need for effective professional development programs that address teachers’ content 
knowledge of science, the 2007 National Research Council report called for comprehensive 
professional development programs that are “conceived of, designed, and implemented as a 
coordinated system” to support students’ attainment of high standards (Duschl, 
Schweingruber, and Shouse 2007, p. 347). 

Training teachers in Making Sense of SCIENCETM 

A course from the WestEd Making Sense of SCIENCETM series was chosen for this study 
because it had a history of promising empirical evidence of effectiveness and an unusual 
combination of features, including opportunities for teachers to learn science content 
knowledge along with analysis of student thinking about that content and analysis of 
instructional strategies for helping students learn the content. Most other professional 
development programs deal with just one or two of these areas (for example, science content 
or teaching), leaving teachers the task of knitting together the information they most need to 
do their jobs well. Making Sense of SCIENCETM courses also focus on science literacy by 
helping teachers and their students build important skills for reading and making sense of 
science texts. 

The course includes numerous key features of professional development that have been 
associated with increasing student achievement (Birman, Desimone, Porter, and Garet 2000; 
Desimone 2009): (a) in-depth focus on science content; (b) opportunities for teachers to 
engage in active learning; (c) coherence and alignment between the teacher curriculum and 
standards-based student curricula the teachers were responsible for addressing in their 
classrooms; (d) substantial duration and length of contact time, 24 hours over five days; and 
(e) a process of collective participation during which teachers engage in professional 
discourse and critical reflection. Although sustained involvement in professional development 
activities has been found to be associated with better outcomes, the evidence regarding the 
necessity of extended school-year activities is not conclusive (Wayne, Yoon, Zhu, Cronen, 
and Garet 2008), and previous research on five-day Making Sense of SCIENCETM intensive 
workshops has found strong effects for teachers and students (e.g., Heller, Daehler, and 
Shinohara 2003, 2011). Similarly, Desimone (2009) states, “Research has not indicated an 
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exact ‘tipping point’ for duration but shows support for activities that are spread over a 
semester (or intense summer institutes with follow-up during the semester) and include 20 
hours or more of contact time” (p. 184). 

The WestEd courses are designed around two main components—hands-on science 
investigations and discussions of narrative teaching cases (Daehler and Shinohara 2001). 
They were written by classroom teachers and field tested with ethnically, culturally, 
socioeconomically, and linguistically varied groups of students and teachers from across the 
U.S. The case materials are drawn from actual classroom episodes and contain descriptions of 
instructional activities, student work including examples of common but incorrect ways 
students think about concepts, student-teacher dialogue, and teacher thinking and behaviors. 
The hands-on science investigations conducted by students, as described in the narrative 
cases, parallel the science investigations done by teachers in each session, thus building on 
research findings that teachers’ knowledge grows when teachers encounter subject content 
through school curricula (Cohen and Hill 2001; Saxe, Gearhart and Nasir 2001). In addition to 
these two components, language and literacy activities support students’ science reading and 
discussion skills; help students make sense of the science; and help students, particularly 
English language learners, develop their academic language proficiency. 

Making Sense of SCIENCETM courses provide firsthand experiences for teachers in ways of 
learning science that research suggests are effective for all students and especially for English 
language learners. English language learners can benefit greatly from inquiry-based science 
instruction (Hewson, Kahle, Scantlebury, and Davis 2001); hands-on activities based on 
natural phenomena depend less on mastery of English than do decontextualized textbooks or 
direct instruction by teachers (Lee 2002), and collaborative, small-group work provides 
opportunities for developing English proficiency in the context of authentic communication 
about science knowledge (Lee and Fradd 2001).  

The professional development intervention was implemented regionally, with local facilitators 
leading the course for local teachers at each of six research sites. The five course sessions 
were sequenced so that the science topics (for example, speed, velocity, acceleration, and 
balanced and unbalanced forces) built on one another. The corresponding science language 
issues and strategies for supporting student learning and language development were unveiled 
incrementally over the sessions. 

Measuring the impact of Making Sense of SCIENCETM on students and 
teachers 

This study was an experimental trial designed to test the effects of a Making Sense of 
SCIENCETM course on force and motion on grade 8 students’ knowledge of course content, as 
measured by the Assessing Teacher Learning About Science Teaching (ATLAST) Test of 
Force and Motion (http://www.horizon-research.com/atlast/; Smith and Banilower 2006a) 
Impacts on these outcomes were estimated for all grade 8 students in the study sample and for 
the subsample of English language learners. The study also estimated program effects on 
teachers’ content knowledge of force and motion, as measured by the ATLAST Test of Force 
and Motion for Teachers (http://www.horizon-research.com/atlast/; Smith and Banilower 
2006b) and by their self-reported confidence in teaching force and motion. 

http://www.horizon-research.com/atlast
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The study sample included 181 teachers from 137 schools in 55 districts who were randomly 
assigned to an intervention or control group (90 to intervention and 91 to control). The trial 
was conducted at six regional sites, five in California and one in Arizona. Each site was 
comprised of multiple school districts in the region from which teachers were drawn, and the 
intervention was implemented once at each of these six sites. 

The study was conducted from spring 2009 through spring 2010. Outcomes were measured 
for teachers during both the 2008/09 and 2009/10 school years and for students during the 
2009/10 school year. Teachers in the intervention group received a 24-hour Making Sense of 
SCIENCETM professional development course on force and motion in summer 2009. 
Intervention group teachers did not receive additional Making Sense of SCIENCETM 

professional development or support during the school year.  

About 72 percent of the original 181 teachers completed the study and provided survey and 
test data (77 percent of the intervention group teachers and 70 percent of the control group 
teachers). Nine intervention group teachers (10 percent) and 10 control group teachers 
(11 percent) dropped out; 29 teachers were not retained for reasons outside of their control. 
The 133 teachers who were retained in the analytic sample after attrition came from 
102 schools in more than 40 districts. Research sites after attrition included 2–10 districts and  
13–21 schools. 

At each school, proctors administered student science tests, following a detailed testing 
protocol provided by the research team. Consistent with common practice for the 
administration of standardized tests in schools, test proctors were professional staff members 
who were not directly involved in the classroom being studied (counselors, aides, 
administrators, other teachers). 

Regional site coordinators administered teacher science tests and surveys to both intervention 
and control group teachers in regional project meetings in winter/spring 2009, before random 
assignment to condition, and in fall/winter 2010, after teachers completed teaching the force 
and motion unit in their classes and students had taken their posttests. Site coordinators were 
provided with detailed test administration instructions. 

Multilevel regression models that accounted for the nesting of students within teachers and 
teachers within sampling blocks were used to estimate the impact of the professional 
development. When warranted, statistical significance levels of the impact estimates were 
adjusted to account for multiple comparisons within domains. To deal with item-level missing 
values in constructed measures, the research team created total scale scores by averaging 
items with non-missing values. It used the missing indicator method to account for missing 
values in the impact analysis models (White and Thompson 2005). Then, the analytic models 
included categorical variables to denote whether or not the value of a particular variable was 
missing. 

x 
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Study findings 

Results for the primary confirmatory analyses indicate that after adjusting for multiple 
comparisons, there were no statistically significant differences between the test results on 
science content of students in intervention group classrooms and students in control group 
classrooms. Intervention group students in neither the full sample (effect size = 0.11) nor the 
English language learner subsample (effect size = 0.31) scored significantly higher on the 
ATLAST Test of Force and Motion than did their control group counterparts. Similarly, 
intervention group students in neither the full sample (effect size = 0.03) nor the English 
language learner subsample (effect size =0 .09) scored higher on the physical science 
reporting clusters of the California Standards Test than did their control group counterparts.  

Results for the intermediate confirmatory analyses indicate that after adjusting for multiple 
comparisons, teachers who received the professional development course outscored their 
control group counterparts on the ATLAST Test of Force and Motion for Teachers (effect 
size = 0.38), as well as on their ratings of confidence in their ability to teach force and motion 
(effect size = 0.49). 

With one exception, the study findings were not sensitive to variations in specification of the 
estimation models. The exception is that, for teacher content knowledge, inclusion of the 
pretest in the impact analysis model (basic model plus pretest) decreased the point estimate 
from 9.8 to 6.1 and the effect size from 0.61 to 0.38.  

In exploratory analyses, the study investigated whether there were differential impacts on 
student and teacher content knowledge outcomes across the six research sites. The estimated 
impacts were most pronounced at two of the six sites. For the full sample of students, point 
estimates for student and teacher content knowledge of force and motion followed exactly the 
same rank order at all sites.  

Limitations 

There are three main limitations of this study. First, there was high sample attrition: 48 of the 
181 teachers who were randomly assigned to intervention and control groups left the study 
before data collection was completed. However, there is no evidence that attrition resulted in 
significant differences at the baseline between the intervention and control samples used in 
the analysis. 

Second, the study did not include analyses of classroom implementation of course-related 
practices. As a result it is not possible to infer whether the lack of student effects is due to a 
failure of treatment group teachers to modify classroom practices or a failure of modified 
practices to affect student outcomes. Third, the findings are based on volunteer teachers and 
students whose parents provided consent. It is possible that the findings would have been 
different had teachers been required to participate in the intervention, and all students been 
tested. 



 
 

Chapter 1. Overview of study 

This study evaluated an approach to professional development for middle school science 
teachers. The study is a cluster-randomized controlled trial designed to test the effectiveness 
of a Making Sense of SCIENCETM course on force and motion (Daehler, Shinohara, and 
Folsom 2011). The study compares outcomes for students of teachers who took the course 
with outcomes for students of teachers in a control group that included no science 
professional development beyond that ordinarily  received. Outcomes for teachers were also 
evaluated. The research was conducted at six regional sites, five in California and one in 
Arizona, by Heller Research Associates (HRA), an evaluation firm external to WestEd, the 
REL West contractor and developer of the intervention.  

Theoretical models of effective teacher professional development share a fundamental 
assumption that there is a cascade of influences from features of the professional development 
to immediate impact on teacher knowledge, intermediate impacts on classroom instruction, 
and more distal effects on student achievement (see Figure 1.1) (Cohen and Hill, 2000; 
Desimone, 2009; Heller, Daehler, and Shinohara, 2003; Scher and Reilly, 2009; Weiss and 
Miller, 2006). As summarized in the conclusion of the landmark National Research Council 
report, Taking Science to School: Learning and Teaching Science in Grades K–8, “…well
designed opportunities for teacher learning can produce desired changes in their classroom  
practices … and can in turn contribute to improvements in student learning” (Duschl,  
Schweingruber, and Shouse, 2007, pp. 306–07). A growing body of empirical evidence 
supports this claim that teacher professional development can strengthen student achievement 
(e.g., Blank, de las Alas, and Smith, 2007; Fennema, Carpenter, Franke, Levi, Jacobs, and 
Empson, 1996; Franke, Carpenter, Levi, and Fennema, 2001; Saxe, Gearhart and Nasir, 
2001), and there is increasing consensus on key characteristics of effective professional 
development (Desimone, 2009; Yoon, Duncan, Lee, Scarloss, and Shapley, 2007).  

Figure 1.1 Making Sense of SCIENCETM  theory of action  

Source: Adapted from Horizon Research's ATLAST Theory of Action model http://www.horizon-research.com/atlast 

There is, however, little evidence about the impact of specific professional development 
features on teacher knowledge or student achievement (Wayne, Yoon, Zhu, Cronen, and 
Garet 2008), or about relationships between particular aspects of teacher change and student 
outcomes (Borko 2004; Desimone, Porter, Garet, Yoon, and Birman 2002; Fishman, Marx, 
Best, and Tal 2003; Garet, Porter, Desimone, Birman, and Yoon 2001; Scher and Reilly 
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2009). Furthermore, the literature to date largely demonstrates the efficacy of professional 
development interventions that are delivered by the developers of the inservice courses to 
relatively small numbers of teachers and schools. Effectiveness trials have been called for to 
test delivery of interventions by multiple trainers in a range of typical settings for which the 
interventions are designed, as a critical step toward scaling up effective practices (Borko, 
2004; Wayne, et al., 2008). This study addresses some of these knowledge gaps by estimating 
the effects of a particular professional development program on outcomes for students and 
teachers using a large-scale experimental design study. The study used a randomized 
experimental design, as has been encouraged in educational research (Boruch, DeMoya, and 
Snyder, 2002; Jacob, Zhu, and Bloom, 2010; Slavin, 2002). 

Teacher courses developed by the Understanding Science for Teaching program, including 
Making Sense of SCIENCETM, are intended to improve students’ science achievement, 
including that of low-performing students and English language learners, by strengthening 
their teachers’ science content knowledge and knowledge for teaching that science. In a 
national randomized experiment and numerous field tests (Heller, Daehler, and Shinohara 
2003; Heller et al. 2010), Making Sense of SCIENCETM courses have been shown to increase 
elementary school teachers’ content knowledge and student achievement. The effectiveness of 
the courses has not been examined for middle school teachers and students. 

The professional development tested in this study has the potential to significantly improve 
methods for preparing novice and experienced teachers alike. The ultimate potential long-
term contribution of this work is greater nationwide gains in middle school students’ science 
achievement, resulting from widely available, low-cost staff development courses that 
enhance teachers’ science content knowledge and improve their teaching practices.  

Need for better preparation of science teachers 

The world of work requires skills learned in science, such as deep critical thinking, inquiry, 
problem solving, and teamwork. Science education is important for closing the skills gaps and 
responding to the labor needs and shortages in the workforce (Partnership for 21st Century 
Skills 2008) , particularly in light of the job growth in professional occupations, such as health 
care and education, and in technical fields, such as computing (Terrell 2007). 

Many states have responded by setting high standards for students’ science learning. For 
students to attain these standards, their teachers not only need a strong grasp of the subject 
matter, they must also know “how to organize, sequence, and present the content to cater to 
the diverse interests and abilities of the students” (Barnett and Hodson 2001, p. 432). 
Teachers are a dominant factor affecting student academic achievement (Duschl, 
Schweingruber, and Shouse 2007; Hill, Rowan, and Ball 2005). Teachers with strong content 
knowledge and science-specific pedagogical knowledge are more likely to anticipate 
difficulties students may encounter, encourage students to discuss the content and think about 
applications, and use accurate representations (Carlsen 1991, 1993; Hashweh 1987).  

One study reported that more than two-thirds of middle school science teachers in the United 
States have inadequate science preparation (Fulp 2002). “Out-of-field” teaching is widespread 
and stands to increase as many veteran science teachers retire. For example, Fulp (2002) 
reported that only 28 percent of science teachers in grades 6–8 have an undergraduate degree 
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in science (Fulp 2002). Quality professional development for middle school teachers may be 
especially important, because each teacher directly affects up to six or seven classes of 
students each term, considerably more than elementary school teachers. 

There is a significant disjuncture between what is known about quality professional 
development and what is available to districts, especially those with poor student achievement 
and inadequate teacher preparation. Many districts in the United States apparently lack 
coherent, effective professional development programs, site-based expertise, and science-
savvy staff developers to provide effective programs (Little 2006; Duschl, Schweingruber, 
and Shouse 2007). 

Rationale for choice of course on force and motion  

We chose to study the Making Sense of SCIENCETM course on force and motion for three 
reasons. First, it is well documented that physical science is an especially problematic content 
area for middle school science teachers (Fulp 2002). Nearly half of all middle school physical 
science classes are taught by teachers who lack in-depth preparation in any science (Fulp 
2002), and 74 percent of more than 5,700 middle school science teachers surveyed in the 2000 
National Survey of Science and Mathematics Education had two semesters or less of 
coursework in physical science (Weiss et al. 2001).  

Second, the topic of force and motion is a prominent topic in kit-based science curricula in 
grades 6–8: it is one of nine Full Option Science System (FOSS) middle school science 
modules (Delta Education, 2010), one of five Science/Technology/Engineering/Mathematics 
Curriculum Integration Program (STEM-CIP) middle school science modules (Hawker 
Brownlow, 2010), and one of eight Science and Technology Concepts (STC) middle school 
science modules (Carolina Curriculum for Science and Math, 2010). In California the topic 
constitutes one-third of the science curriculum for grade 8 students.  

Third, the topic is covered in 35–50 percent of the chapters in the most frequently used 
physical science textbooks (Fulp 2002), but misconceptions about it on the part of students 
and teachers are well documented (American Association for the Advancement of Science 
1993; Driver, Guesne, and Tiberghien 1985; Hapkiewicz 1999). Given the centrality of this 
topic in the middle grades, students have the potential to make sizable gains in their overall 
science achievement scores if they are taught by teachers who are better prepared to teach this 
topic. 

Addressing the needs of students with limited English proficiency 

Science achievement for English language learners lags well behind that for native English 
speakers in the United States (Torres and Zeidler 2002). Both states in this study—California 
and Arizona—have high percentages of English language learners. During the 2008/09 school 
year, more than 1.5 million students enrolled in California public schools (25 percent of all 
public school students) and close to 59,000 in Arizona (10 percent of all public school 
students) were designated English language learners. Among grade 8 students who took the 
2009 California Standards Test, only 18 percent of English language learners scored 
“Proficient” or higher on the science portion of the test, compared with 56 percent of all grade 
8 students (California Department of Education 2011a). Among grade 8 students in Arizona 
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who took the 2009 Arizona Instrument to Measure Standards, only 6 percent of English 
language learners scored “Meets” or higher on the science portion of the test, compared with 
56 percent of all grade 8 students (Arizona Department of Education 2010). 

Nearly all middle school students are challenged by the density of science textbooks; the 
challenge is particularly great for English language learners (ELLs). “To keep from falling 
behind their English-speaking peers in academic content areas, such as science, ELLs need to 
develop English language and literacy skills in the context of subject area instruction” (Lee 
2005, p. 492). To support the science achievement of English language learners, teachers need 
strong and integrated knowledge of the science and knowledge of English language and 
literacy development.  

The Making Sense of SCIENCETM professional development is designed to build this 
particular combination of teacher knowledge. It includes an intensive science content 
component along with activities to help teachers support students’ reading, writing, and 
speaking in the languages and culture of science as a means to help students make sense of the 
material and develop academic language proficiency. A full quarter of the program focuses 
teachers’ attention on identifying and evaluating literacy supports that guide learning. For 
example, the course is intended to help teachers understand that, in order to lead successful 
discussions about science ideas, they need to make data public, visual, and manipulable, so 
that students can discuss data sets, make comparisons, and draw conclusions. Teachers also 
practice and are expected to become fluent in using the representations most commonly used 
to organize and display data in different science disciplines, including number lines, graphs, 
tables, and equations. Making Sense of SCIENCETM professional development is intended to 
help teachers gain a clear understanding of the purpose and utility of different representations, 
so that they can use them more purposefully. 

Making Sense of SCIENCETM courses are intended to prepare teachers to improve all 
students’ science achievement and academic literacy skills. To accomplish this, they model 
and provide firsthand experiences for teachers in ways of learning science that research 
suggests are effective for all students and especially for English language learners. The 
courses include features that implement the Five Standards for Effective Pedagogy for 
students whose ability to reach their potential is challenged by language or cultural barriers 
(Tharp, Estrada, Dalton, and Yamauchi 2000) developed by the Center for Research on 
Education, Diversity & Excellence of the Graduate School of Education (CREDE) at the 
University of California, Berkeley 
(http://gse.berkeley.edu/research/credearchive/standards/standards.html) (see table 1.1). 
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Table 1.1. Course features corresponding to CREDE standards for effective pedagogy 
for students whose ability to reach their potential is challenged by language or cultural 
barriers  

Strategy Making Sense of SCIENCETM features 
• Teachers and Students Working Together: Use 

instructional group activities in which students 
and teacher work together to create a product 
or idea. 

Collaborative group science investigations and 
sense-making discussions 

• Developing Language and Literacy Skills across 
All Curricula: Apply literacy strategies and 
develop language competence in all subject 
areas. 

Reading, writing, and speaking activities in science 
along with interpreting diagrams, graphs, and tables 
to develop academic language proficiency 

• Connecting Lessons to Students' Lives: 
Contextualize teaching and curriculum in 
students' existing experiences in home, 
community, and school. 

Hands-on activities based on natural phenomena 
that students experience in class 

• Engaging Students with Challenging Lessons: 
Maintain challenging standards for student 
performance; design activities to advance 
understanding to more complex levels. 

Instructional tasks focused on making meaning of 
complex science ideas 

• Emphasizing Dialogue over Lectures: Instruct 
through teacher-student dialogue, especially 
academic, goal-directed, small-group 
conversations (known as instructional 
conversations), rather than lecture.  

Small-group opportunities for developing English 
proficiency through authentic communication about 
science ideas and observations 

Source: Strategy column is drawn from the Five Standards for Effective Pedagogy for students whose ability to reach their 
potential is challenged by language or cultural barriers (Tharp, Estrada, Dalton, and Yamauchi 2000) developed by the Center 
for Research on Education, Diversity & Excellence of the Graduate School of Education (CREDE) at the University of 
California, Berkeley (http://gse.berkeley.edu/research/credearchive/standards/standards.html). 

Making Sense of SCIENCETM courses provide firsthand experiences for teachers in ways of 
learning science that research suggests are effective for all students and especially for English 
language learners. English language learners can benefit greatly from inquiry-based science 
instruction (Hewson, Kahle, Scantlebury, and Davis 2001); hands-on activities based on 
natural phenomena depend less on mastery of English than do decontextualized textbooks or 
direct instruction by teachers (Lee, 2002), and collaborative, small-group work provides 
opportunities for developing English proficiency in the context of authentic communication 
about science knowledge (Lee and Fradd 2001).  

To support teachers in capitalizing on what they learn, Making Sense of SCIENCETM 

provides them with opportunities to plan how they might modify their instruction by 
incorporating literacy supports and attending to English language learners’ needs in their 
classrooms. For example, teachers plan discussion sequences with clear participation 
structures, with the intention of helping their English language learners learn “the rules of the 
game” so that they can more actively and successfully participate in scientific discourse. 
Teachers plan hands-on learning in small groups to allow students to rehearse science 
language and ideas before presenting them in a higher-risk setting. Teachers plan ways of 
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making data from investigations accessible by incorporating objects from life outside of 
school into their classroom discussions and writing assignments for students. 

Overview of the intervention 

The intervention implemented in this study—a Making Sense of SCIENCETM professional 
development course for grade 8 science teachers—embodies characteristics described in the 
research literature on effective programs. The landmark report Taking Science to School: 
Learning and Teaching Science in Grades K–8, produced by the National Research Council 
in 2007, concludes that “well-designed opportunities for teacher learning can produce desired 
changes in their classroom practices, can enhance their capacity for continued learning and 
professional growth, and can in turn contribute to improvements in student learning” (Duschl, 
Schweingruber, and Shouse 2007, pp. 306–07). The most successful features of professional 
development described in the literature include a focus on content; teacher curricula grounded 
in classroom experiences and linked to standards-based, high-quality student curricula; and a 
process that offers teachers opportunities for professional dialogue and critical reflection 
(Cohen and Hill 2000, 2001; Desimone et al. 2002; Garet et al. 2001; Kennedy 1998; Knapp, 
McCaffrey, and Swanson 2003; Little 2006; National Staff Development Council 2001; 
Weiss et al. 1999; Wilson and Berne 1999).  

In the context of the strong need for effective professional development programs that address 
teachers’ content knowledge of science, the 2007 National Research Council report called for 
comprehensive professional development programs that are “conceived of, designed, and 
implemented as a coordinated system” to support students’ attainment of high standards 
(Duschl, Schweingruber, and Shouse 2007, p. 347). The Making Sense of SCIENCETM 

professional development courses offer just this kind of program. A course from the WestEd 
Making Sense of SCIENCETM series was chosen for this study because it had a history of 
promising empirical evidence of effectiveness and an unusual combination of features, 
including opportunities for teachers to learn science content knowledge along with analysis of 
student thinking about that content and analysis of instructional strategies for helping students 
learn the content. Most other professional development programs deal with just one or two of 
these areas (for example, science content or teaching), leaving teachers with the task of 
knitting together the information they most need to do their jobs well. Making Sense of 
SCIENCETM courses focus on literacy by helping teachers and their students build important 
skills for reading and make sense of science texts. This unique component is one reason why 
the Making Sense of SCIENCETM courses have the potential to be particularly effective with 
English language learners. 

The Making Sense of SCIENCETM approach focuses on developing teachers’ pedagogical 
content knowledge. The model is based on the premise that, to develop this specialized 
knowledge, teachers must have opportunities to learn science content knowledge in 
combination with analysis of student thinking about that content and analysis of instructional 
strategies for helping students learn that content (Duschl, Schweingruber, and Shouse 2007; 
Shinohara, Daehler, and Heller 2004; Shymansky and Matthews 1993; Van Driel, Verloop, 
and De Vos 1998). Previous empirical studies provide evidence that this model is effective for 
improving student science achievement (Heller, Daehler, and Shinohara 2003; Heller and 
Kaskowitz 2004). 
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The course includes numerous key features of professional development that have been 
associated with increasing student achievement (Birman, Desimone, Porter, and Garet 2000; 
Desimone 2009): (a) in-depth focus on science content; (b) opportunities for teachers to 
engage in active learning; (c) coherence and alignment between the teacher curriculum and 
standards-based student curricula the teachers were responsible for addressing in their 
classrooms; (d) substantial duration and length of contact time, 24 hours over five days; and 
(e) a process of collective participation during which teachers engage in professional 
discourse and critical reflection. Although sustained involvement in professional development 
activities has been found to be associated with better outcomes, the evidence regarding the 
necessity of extended school-year activities is not conclusive (Wayne, Yoon, Zhu, Cronen, 
and Garet 2008), and previous research on five-day Making Sense of SCIENCETM intensive 
workshops has found strong effects for teachers and students (e.g., Heller, Daehler, and 
Shinohara 2003, 2011). Similarly, Desimone (2009) states, “research has not indicated an 
exact ‘tipping point’ for duration but shows support for activities that are spread over a 
semester (or intense summer institutes with follow-up during the semester) and include 
20 hours or more of contact time” (p. 184). 

Structure of the intervention 

Making Sense of SCIENCETM draws on research on adult learning and cognitive psychology. 
Its course structure is designed to move teachers through learning about key science concepts, 
literacy supports, classroom practices, and students’ science ideas. Courses have four main 
components: 

• Hands-on science investigations engage teachers in core content dilemmas 
described in accompanying written teaching cases. The investigations parallel those 
of students in the teaching cases, in the context of commonly used, standards-based 
curricula. 

• Language and literacy activities are intended to teach teachers how to more 
effectively support students’ science reading and discussion skills; help students 
make sense of the science; and help students, particularly English language 
learners, develop their academic language proficiency.  

• Case discussions engage teachers in examining detailed instructional scenarios. The 
materials, written by classroom teachers, contain student work, student/teacher 
dialogue, context information, and discussions of teacher thinking and behavior. 
Teachers examine student thinking and critically analyze instruction presented in 
the cases.  

• Classroom connections provide opportunities for teachers to read about, reflect on, 
and discuss key science and literacy concepts and consider how these concepts 
pertain to their own work with students. 

The materials for each course include a facilitator guide that provides detailed yet flexible 
procedures; in-depth background information (for example, descriptions of the underlying 
science and common but incorrect ideas teachers have); guiding questions and charts for each 
whole-group discussion; and other tips for leading a successful course. An accompanying 
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teacher book presents all the materials teachers need to teach a course, including teaching 
cases, handouts, and session reviews that summarize the key concepts and outcomes and 
feature illustrations of common but incorrect ways students think about related concepts. 

Professional development logic model 

The logic model motivating this approach describes the cascade of influences connecting 
teachers’ experiences in Making Sense of SCIENCETM courses to student outcomes 
(figure 1.2). The theory of action posits that professional development that is situated in an 
environment of collaborative inquiry—one that is rich in talk about scientific meanings, in 
conjunction with a focus on student thinking and critical analysis of practice—leads to 
increases in teachers’ science content and pedagogical content knowledge, along with 
important shifts in teachers’ strategies for supporting students’ literacy needs and in teachers’ 
beliefs about the role of literacy in science classrooms. These outcomes for teachers result in 
changes in classroom practices, such as increased accuracy of science representations and 
explanations, a focus on conceptual understanding, greater opportunity for students to read 
and write to learn, and explicit development of academic language. Classroom changes 
ultimately produce improvements in student achievement, along with increased development 
of all students’ literacy abilities and reduced achievement gaps for low-performing students 
and English language learners.   

Figure 1.2 Making Sense of SCIENCETM logic model 

Professional 
Development 

Features 

Exploration of 
science ideas 

Exploration of 
science language 

Focus on 
student thinking 

Critical analysis 
of practice 

Teacher 
Outcomes 

Knowledge of 
science content 

Pedagogical 
content knowledge 

Strategies for 
building students’ 
academic language 

Belief in value 
of classroom 
science talk 

Classroom 
Outcomes 

Science taught 
accurately 

Focus on developing 
conceptual 

understanding 

Focus on 
developing 

academic language 

Opportunities to 
learn science 

Student 
Outcomes 

Improved science 
achievement 

Improved science 
academic language 

Reduced 
achievement gap 

for English 
language learners 

Source: Author. 

8 




 

 

Previous evidence on the effects of Making Sense of SCIENCETM 

Over the past decade, a series of increasingly rigorous quasi-experimental and experimental 
studies of the Making Sense of SCIENCETM professional development model have 
documented its effects on the science achievement of high-needs K–8 students, including 
English language learners. Statistically significant differences were found favoring 
intervention teachers and students on measures of science content knowledge in pilot tests and 
national field tests (Heller, Daehler, and Shinohara 2003, 2011; Heller et al. 2010). Project 
teachers showed significant gains of more than one standard deviation on tests of content 
knowledge about electricity and magnetism (Heller and Kaskowitz, 2004), and important 
changes in pedagogical content knowledge as demonstrated through in-depth assessment 
interviews requiring reasoning about student work and instruction (Heller, Daehler, and 
Shinohara 2003, 2011; Heller et al. 2010). In every field test, statistically significant 
differences in measures of science content knowledge were found favoring intervention group 
teachers and students with effect size statistics for teachers ranging from just under one 
standard deviation unit difference between posttest and pretest means (ES = 0.7) to more than 
one standard deviation difference (ES = 1.3) and effect sizes from 0.4 and 0.8 for students 
(Heller, Daehler, and Shinohara 2003, 2011; Heller et al. 2010). The data from a large 
randomized experiment in six states offered strong evidence of the model’s impact on 
elementary school students’ achievement across states; districts of varying sizes; and diverse 
urban student populations, with both native English speakers and English language learners 
and a range of socioeconomic backgrounds, with effect sizes 0.5-0.8 for students (Heller, 
Daehler, and Shinohara 2011; Heller, Daehler, Shinohara, and Kaskowitz, 2004). 
Collectively, these data provide strong evidence of the internal validity of the professional 
development model. 

One of the most rigorous tests of the Making Sense of SCIENCETM model was conducted by 
researchers from the University of California, Berkeley, and Heller Research Associates, with 
support from the National Science Foundation (Heller et al. 2010). They conducted a cluster-
randomized experiment over a two-year period (2007–09) to test the Making Sense of 
SCIENCETM model in eight sites across the United States that included 49 districts and more 
than 260 elementary school teachers. The nearly 7,000 students in the study came largely 
from underserved populations, including some classrooms in which 100 percent of students 
were eligible for free or reduced-price meals, and up to 65 percent were English language 
learners. 

The intervention was a Making Sense of SCIENCETM professional development course on 
electric circuits. Tests of content knowledge of electric circuits were administered to all 
teachers at the beginning and end of the 2007/08 school year and a year later; students were 
tested before and after the classroom units on electric circuits during the 2007/08 and 2008/09 
school years. Because no off-the-shelf tests were available, the teacher and student tests were 
developed by the research staff and validated for use in previous evaluations of the Making 
Sense of SCIENCETM course on electric circuits (Heller et al. 2010). These tests were aligned 
with the Understanding Science for Teaching project content framework, which specified the 
targets of instruction based on National Science Education Standards (National Research 
Council 1996); Benchmarks for Science Literacy (American Association for the 
Advancement of Science 1993); a host of state content standards; and frequently used kit
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based student science curricula, such as Full Option Science System (FOSS) (Delta 
Education, 2010), Science and Technology Concepts (STC) (Carolina Curriculum for Science 
and Math, 2010), and Curriculum Integration Program (STEM-CIP) (Hawker Brownlow, 
2010). The tests included questions reflecting the format and content of questions in the 
Trends in International Mathematics and Science Study (U.S. Department of Education 2004) 
and the National Assessment of Educational Progress. Cronbach’s alpha coefficients were 
determined to be 0.87 for the student tests and 0.90 for the teacher tests. 

A teaching background survey provided data on all teachers’ professional experience and 
perspectives on science teaching. A randomly selected subsample of teachers participated in 
pre- and post-professional development interviews designed to elicit their pedagogical content 
knowledge. Teachers were also observed and videotaped twice while teaching lessons on 
electric circuits. Data were collected in two rounds of professional development course 
implementation.  

Results showed that a single Making Sense of SCIENCETM course produced exceptional 
gains in elementary school teachers’ content knowledge about electric circuits. Teachers who 
took the course increased the percentage of items they answered correctly on a knowledge test 
by 21.0 percentage points, on average, compared to an increase of 1.4 percentage points for 
control group teachers (p < 0.001, effect size = 1.8).2 Significant treatment effects were also 
found at the student level for content knowledge. The percentage of items answered correctly 
by students in treatment teachers’ classrooms increased by 18.4 percentage points, compared 
with 13.3 percentage points for students in control group teachers’ classrooms (p < 0.001, 
effect size = 0.36) (Heller et al. 2010). Unadjusted mean gains for student subgroups 
classified at different levels of English language proficiency show that the greater score 
increases for students of intervention teachers also occurred for all subgroups of English 
proficiency, with mean gains of 15.5 percentage points for intervention students with little or 
no English, compared with control student mean gains of 6.0 percentage points (p < 0.001, 
effect size = 0.7), and 17.0 percentage points for intermediate English proficient students, 
compared with control student means of 9.2 percentage points (p < 0.001, effect size = 1.3). 
Furthermore, treatment effects for both teachers and students were maintained a full year 
later, with students of intervention group teachers showing gain scores that were significantly 
greater than those of students of control group teachers (Heller, Daehler, and Shinohara 2011; 
Heller et al. 2010). Qualitative research also documents differences in the teaching practices, 
pedagogical reasoning, and pedagogical content knowledge of intervention and control group 
teachers 

The findings from the randomized controlled trial were preceded by five years of 
quasi-experimental evaluation studies beginning in 2000 that identified positive teacher and 
student outcomes of various Making Sense of SCIENCETM courses for elementary and middle 
school teachers. Although the non-experimental evidence did not allow definitive conclusions 
to be drawn, the pattern of quantitative and qualitative findings suggests that gains were the 

2 These numbers represent the most conservative measures of effect size with 95 percent confidence intervals 
based on the standard error of the difference in mean change in scores between the intervention and control 
groups. Effect size was computed as the hierarchical linear model coefficient divided by the pooled standard 
deviations of the teacher gains. 
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result of teachers’ participation in the Making Sense of SCIENCETM courses. Findings of the 
previous study (Heller et al. 2010) include the following:  

•  For teachers at both the elementary and middle school levels, differences between 
teachers’ mean pre- and post-course scores on science tests were statistically 
significant in every study of Making Sense of SCIENCETM courses, with effect sizes 
of 0.44–1.09. 

•  At the elementary school level, statistically significant differences favoring students in 
the intervention group were found between the adjusted posttest mean for students of 
teachers who participated in Making Sense of SCIENCETM courses (n = 123) and the 
adjusted posttest mean for the comparison groups (n = 84) after controlling for pretest 
differences (effect size = 0.84). 

•  English language learners in the intervention group (n = 97) made gains that were 
statistically significant, raising their scores by 0.95 standard deviation more than 
English language learners in the control group (n = 57). 

•  Students of all ability levels showed significant gains, with the greatest increase 
among low-performing students of intervention group teachers (effect size = 1.02). 

Overall, these studies provide strong experimental evidence of the effectiveness of Making 
Sense of SCIENCETM at the elementary school level and moderate quasi-experimental 
evidence of its effectiveness at the middle school level. Although the same professional 
development model is incorporated in Making Sense of SCIENCETM courses at the two 
levels, it would be premature to conclude based on previous studies that the program’s middle 
school courses are effective. The many contextual and curricular differences between 
elementary and middle school science warrant more rigorous investigation of the program for 
higher-grade teachers and students.  

Research questions 

This study was designed to test the effects of the Making Sense of SCIENCETM model of  
professional development by closely examining one grade 8 course (on force and motion) that 
embodies that approach. The study estimated the effects of the program on both students, 
including English language learners and teachers.   

Confirmatory research questions  

Primary confirmatory questions: student outcomes. The study examined two primary 
confirmatory questions: 

1.	  What is the impact of the Making Sense of SCIENCETM professional development 
course on students’ content knowledge of force and motion and of physical science 
more generally? 

Hypothesis 1a: Making Sense of SCIENCETM professional development increases 
students’ content knowledge of force and motion. 

http:0.44�1.09
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Hypothesis 1b: Making Sense of SCIENCETM professional development increases 
students’ content knowledge of physical science more generally. 

2. 	 What is the impact of the Making Sense of SCIENCETM professional development 
course on English language learners’ content knowledge of force and motion and of 
physical science more generally? 

Hypothesis 2a: Making Sense of SCIENCETM professional development increases 
English language learners’ content knowledge of force and motion. 

Hypothesis 2b: Making Sense of SCIENCETM professional development increases 
English language learners’ content knowledge of physical science more generally. 

Intermediate confirmatory  questions: teacher outcomes. The theory of action that links the 
Making Sense of SCIENCETM professional development course to students’ academic skills 
and knowledge holds that the intervention increases teachers’ knowledge of science content 
and instruction while helping teachers develop targeted strategies for eliciting student ideas 
and strengthening their science language abilities. The study posits that these outcomes will 
lead to changes in classroom practices that ultimately improve student achievement. To 
examine part of this logic model, the study examined the impact of the professional 
development course on teachers’ content knowledge and self-reports of confidence in their 
ability to teach force and motion. Specifically, it examined the following questions:  

3. 	 What is the impact of the Making Sense of SCIENCETM professional development 
course on teachers’ content knowledge of force and motion? 

Hypothesis 3: Making Sense of SCIENCETM professional development increases 
teachers’ content knowledge of force and motion. 

4.	  What is the impact of the Making Sense of SCIENCETM professional development 
course on teachers’ confidence in their ability to teach force and motion?  

Hypothesis 4: Making Sense of SCIENCETM professional development increases 
teachers’ confidence in their ability to teach force and motion. 

Exploratory research questions  

Exploratory analyses investigated whether the impacts of the intervention on teacher and 
student outcomes differed across the six regional sites, whether the pattern of differences in 
impact across sites varied for teacher and student outcomes, and the extent to which program  
impacts on student outcomes were mediated by teacher content knowledge.  

The study addressed the following exploratory questions for each hypothesis in the research 
plan, for both the full sample and the subsample of English language learners. 

Exploratory research question: student outcomes. The study examined two exploratory 
research questions concerning student outcomes: 

1.	  Do the impacts of the Making Sense of SCIENCETM professional development course 
on students’ content knowledge of force and motion vary by site? 

2.	  Do the impacts of the Making Sense of SCIENCETM professional development course 
on English language learners’ content knowledge of force and motion vary by site? 
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Exploratory research question: teacher outcomes. The study examined one exploratory 
research question concerning teacher outcomes: 

3.	 Do the impacts of the Making Sense of SCIENCETM professional development course 
on teachers’ content knowledge of force and motion vary by site? 

Measures of key outcomes 

Primary student outcomes were measured with instruments that capture student content 
knowledge of force and motion and of physical science more generally (table 1.2). 
Intermediate teacher outcomes included content knowledge of force and motion and 
confidence in teaching abilities. 

Table 1.2. Key outcome variables and data collection measures, by outcome domain 

 Outcome variable	 Measure 

Student content knowledge of force  
and motion 

Student content knowledge of  
physical science more generally 

Assessing Teacher Learning About Science Teaching 
(ATLAST) Test of Force and Motion for Students (Smith and 

 Banilower 2006a, 2006b) 

California Standards Test reporting clusters on motion (8 items) 
and forces, density, and buoyancy (13 items) (California 

 Department of Education, 2011b) 

Teacher content knowledge of force 
and motion 

Confidence in ability to teach 

 ATLAST Test of Force and Motion for Teachers (Smith and 
Banilower 2006a, 2006b)  

Teacher survey administered as part of this study 

Structure of report 

Chapter 2 describes the study design, including recruitment of teachers and students, random 
assignment to intervention and control groups, collection of data, selection of analytic study 
samples, and methods of data analysis. It also examines sample attrition and baseline 
equivalence at both the teacher and student levels. Chapter 3 describes the intervention. 
Chapter 4 reports the results of the impact analyses for the experimental findings. Chapter 5 
reports the results of the exploratory analyses examining differential site-level impact. 
Chapter 6 summarizes the findings and explores what the results may mean to educators, 
policymakers, and researchers. 
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Chapter 2. Research design and methods 
The goal of this study was to evaluate the efficacy of a Making Sense of SCIENCETM 

professional development course, using a pretest–posttest cluster randomized trial design with 
one intervention group and one control group. Teachers served as the unit of randomization. 
Students, the primary unit of observation, were nested within teachers. Teachers were 
randomly assigned to an intervention or control condition and remained in their assigned 
condition until the conclusion of the study.  

The study was conducted from spring 2009 through spring 2010 (table 2.1). Outcomes were 
measured for teachers during both the 2008/09 and 2009/10 school years and for students 
during the 2009/10 school year. Teachers in the intervention group received a 24-hour 
Making Sense of SCIENCETM professional development course on force and motion in 
summer 2009. They received no additional Making Sense of SCIENCETM professional 
development or support during the school year.  

Table 2.1. Experimental design and measurement points 

2009  2009/10
  

Group  Spring  Summer  Fall/Spring  Spring  

Teachers ATLAST  Test of
Force and Motion 
for Teachers  
pretest; Teacher 
survey 1 

Making Sense of  
SCIENCETM  
professional  
development for  
intervention group 

Teach force and 
motion  

ATLAST Test of  
Force and Motion 
for Teachers  
posttest; Teacher 
survey 2 

Students State standardized
tests in grade 7 
mathematics 
(California 
Standards Test or 
Arizona  
Instrument to 
Measure  
Standards) 

ATLAST Test of
Force and Motion for 
Students before  and 
after students receive 
instruction on force 
and motion 

State standardized 
test in grade 8  
science, physical 
science reporting  
clusters (California  Standards Test only; 
no equivalent  
measure in Arizona) 

Source: Author. 

The counterfactual condition consisted of “business as usual.” The control group teachers did 
not have access to the Making Sense of SCIENCETM course during the study year. Like the 
intervention group teachers, they could participate in any other professional development that 
did not involve middle school force and motion. All control group teachers were offered the 
opportunity to take the Making Sense of SCIENCETM course in the summer of 2010, after 
study data had been collected. 

The intervention and control group teachers taught their lessons on force and motion in the 
first or second semester of the 2009/10 school year. Teachers made a commitment to take part 
in the study, but participating in the Making Sense of SCIENCETM training and using what 
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they learned in the training in their classrooms were voluntary. In their classrooms, teachers 
used their usual local science curricula, textbooks, and other resources.  

The timeline for gathering teacher measurements covered a calendar year, from 
administration and collection of pre-course outcome measures in spring 2009, before the 
professional development courses were run, to post-course measures in the winter/spring of 
2009/10. Collection of data on students took place over two academic semesters. As part of 
the study, students took the ATLAST Test of Force and Motion in fall 2009 (pretest) and 
again within two weeks of their classroom unit on force and motion (posttest). Researchers 
obtained students’ scores on state standardized achievement tests in the spring of 2009 
(pretest) and a year later, in the spring of 2010 (posttest). 

Site selection 

Regional research sites were identified through discussions with district and county science 
educators in the western United States. Initial contacts were made through an extensive 
network of WestEd contacts; other contacts were identified in those conversations. Because of 
the large number of grade 8 science teachers needed for the study, the search for study schools 
focused on urban districts with at least 15 middle schools and larger geographic regions 
consisting of many districts with a smaller number of middle schools per district. The criteria 
for participation included the following: 

• Stable district science program. 

• Strong science leadership (as evidenced, for example, by a district staff position 
allocated to science curriculum coordination, an active cadre of science staff 
developers, or teacher leaders in science). 

• No district or regional professional development in middle school force and motion 
within previous three years. 

• No district or regional middle school science professional development initiatives 
involving case discussions or looking at student work within previous three years. 

• Academically, culturally, and linguistically diverse student population. 

• Proven ability to recruit teachers for professional development. 

• Willingness to provide student test and demographic data from district administrative 
records. 

• Availability of qualified professional educator willing to serve as local coordinator for 
the site. 

The sites selected through this process included five in California (El Centro/Coachella, 
Pomona, Riverside/Lake Elsinore, San Diego, and San Joaquin) and one in Arizona (Tucson). 
Site coordinators were hired as consultants to oversee study activities at each site, including 
recruiting teachers, arranging for meeting and course facilities, running local meetings at 
which they collected teacher test and survey data, tracking down missing teacher or student 
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data as needed, and supporting local course facilitators and research staff with logistics as 
needed. 

Depending on its size, each research site had one to three coordinators. Most coordinators 
were employed as science educators in county offices of education, school districts, or a local 
university. The group included three county or district science program coordinators and four 
science specialists teaching at the middle school level. Qualifications for serving as a site 
coordinator included extensive experience organizing and leading teacher professional 
development, strong local connections to teachers and district staff, and an orientation that 
was compatible with the Making Sense of SCIENCETM professional development model, 
including a social constructivist perspective focusing on helping students and teachers learn 
about science through collaborative discourse.  

Recruitment of teacher sample 

Statistical power estimates (see appendix A) indicated that a teacher sample of 120 was 
needed to achieve 80 percent power to detect student impacts of 0.20 standard deviations or 
larger (0.23 standard deviations or larger for English language learners) and teacher impacts 
of 0.51 standard deviations or larger (for type I error = 0.05).  

Coordinators at each of the six sites were asked to recruit a volunteer sample of up to 36 grade 
8 science teachers, a recruitment target that exceeded the number needed, in order to allow for 
sample attrition. The number of teachers enrolled in the study from each district varied 
depending on teacher interest. Teachers were recruited by email and through announcements 
during professional meetings. They were considered eligible to participate if they were 
currently teaching grade 8 physical science in the 2008/09 school year, expected to be doing 
so in the 2009/10 school year, and had never taken a Making Sense of SCIENCETM course. 
Teachers also had to consent to the study requirements, including the requirements to: 

• Be randomly assigned to either the intervention or the control group. 

• Attend two two-hour project meetings, one in winter/spring 2009 and one in 
winter/spring 2010. 

• Attend a staff development course, Force and Motion for Teaching, in either summer 
2009 (for intervention group teachers) or summer 2010 (for control group teachers). 

• Teach and complete a classroom force and motion unit by March 31, 2010.  

• Provide survey and test data for the course evaluation. 

Participating teachers were volunteers and, thus, are not assumed to be representative of grade 
8 science teachers in their schools, districts, or states.  

Random assignment procedure 

The study used teacher-level random assignment with school as a blocking factor when there 
were two or more teacher participants per school and a constructed stratum of two teachers as 
a blocking factor for teachers who were the only participants at their schools. A total of 181 
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teachers attended project baseline data collection meetings, after which they were randomly 
assigned to groups (90 to the intervention and 91 to the control group) (table 2.2).  

Table 2.2. Number of teachers recruited and randomly assigned to intervention and 
control groups, by research site 

Site Intervention group Control group Total 

1 14 15 29 

2 13 14 27 

3 15 15 30 

4 15 15 30 

5 18 18 36 

6 15 14 29 

All sites 90 91 181 

Source: Author’s analysis of primary data collected for the study. 

For schools with two or more participating teachers, randomization was done within each 
school. All schools with only one teacher participant were ranked based on 2008 school-level 
state test scores.3 The ranked list was then separated into blocks consisting of two teachers 
each. The first teacher in each block was randomly assigned to either the intervention or the 
control group and the second to the other group. This procedure was followed at each site.  

The principal investigator of the study assigned teachers to groups. There were no 
breakdowns in random assignment or crossovers between groups. By the end of the study, 
however, some blocks had changed because of attrition, creating two additional situations: (a) 
singletons consisting of only one teacher because the other teachers were no longer in the 
study and (b) blocks that still had two teachers remaining but in which both teachers were 
now in the same condition. Appendix B provides details of assignment to blocks and 
procedures for resolving these situations.  

Procedures to minimize contamination of control group teachers 

One of the challenges of a design in which teachers are the unit of assignment within schools 
is that the close proximity of implementation and control group teachers increases the 
possibility of contamination of the control group. This is particularly true at the middle school 
level, where teachers typically work in subject area and grade-level teams that make detailed 
group decisions about curricula and instruction. In this study, there was a potential for control 
group teachers to learn about the content and approaches of the Making Sense of SCIENCETM 

course and even to look at the materials from the course. Implementation group teachers could 

3 Schools in California were classified into blocks based on the 2008/09 school-level mean percentages of 
students scoring at or above proficient on the grade 8 California Standards Tests of mathematics and reading. 
Schools in Arizona were classified based on the 2008/09 school-level mean student scale scores on the grade 8 
Arizona Instrument to Measure Standards in mathematics and reading. 
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also have spontaneously shared their newfound content knowledge or pedagogical strategies 
with their colleagues when they planned their force and motion lessons. 

Several steps were taken to prevent crossovers between intervention and control groups. In 
project meetings in spring 2009 held at each site before teachers signed contracts to 
participate in the study, the regional site coordinator made a presentation to teachers on the 
threats of contamination. The aim was to enlist teachers’ cooperation in maintaining the 
integrity of the random assignment by building an understanding of, and commitment to, the 
research process. At the meeting, the study team also asked all participants to sign both a 
consent agreement and a detailed Teacher Agreement to Protect the Study (see appendix C), 
both of which stipulated that they would preserve the differences between experimental and 
control groups by not sharing or receiving course materials or information for the duration of 
the study and that they would protect the validity of students’ performance on tests by 
arranging for a proctor to administer the test, not helping students answer the questions, and 
not looking at or copying the test questions.  

Teachers’ post-instruction survey responses (see appendix D) indicate that despite these 
procedures to protect the integrity of random assignments, there may have been some 
contamination. Four intervention group teachers and four control group teachers indicated that 
one or two teachers in their school who did not participate in the Making Sense of 
SCIENCETM course had implemented aspects of the course.  

Although worth considering, these responses are not of serious concern for several reasons. 
First, the survey question about implementing “any aspects” of the course was vague; it is 
possible that the teachers were referring to aspects that the two groups’ instruction shared, 
rather than actual contamination between the groups. Second, the number of teachers 
expressing these concerns was small (about 6 percent of participating teachers). Third, if 
contamination occurred, it would mean that the true effects of the intervention were actually 
larger than those measured, not that the results were discredited. 

Parent consent procedures 

The Institutional Review Board at Independent Review Consulting, Inc.4 required active 
parental consent to collect ATLAST and student standardized test score data. Many of the 
school districts participating in the study also required active parental consent before releasing 
state test score data.5 Parental consent was solicited through a letter and consent form that was 
sent home with each student (see appendix E). The consent form described the purpose of the 
research and detailed the data for which the study team was requesting consent.  

4 Independent Review Consulting, Inc. (IRC: irb-irc.com) is a fully accredited IRB review service that fulfills the 
role of an institution as defined in the Common Rule, and FDA regulations. This institution provides IRB 
services for research regulated by other agencies. 

5 Because the research team was barred from collecting student background information or test score information 
from students whose parents did not provide consent, it was not possible to compare the characteristics of 
participating and nonparticipating students or differences in characteristics between participating and 
nonparticipating students across the intervention and control groups. 
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Data collection instruments 

Outcomes were measured for intervention and control group teachers and students through 
data collected during both the 2008/09 and 2009/10 school years (table 2.3). Teacher pre- and 
post-course surveys and tests were administered in the spring before and the winter after the 
professional development courses, which occurred in summer 2009. Students were given a 
science content pretest and a posttest within two weeks before and two weeks after their 
classroom instruction on force and motion. Students’ scores were obtained for standardized 
achievement tests at the end of the academic year preceding and the year in which the 
experiment was conducted. Video recordings of all professional development course sessions 
and detailed attendance records were collected to allow analysis of fidelity of implementation.  

The intervention evaluated in this study is a teacher course designed to strengthen teachers’ 
science and pedagogical knowledge in a way that is compatible with whatever student 
curriculum is already used in the classroom. The intervention is not a student curriculum. No 
materials were provided for use in teachers’ classrooms, although some teachers did adapt 
activities they completed in the course for student use. Classroom observation data were to 
have been collected in a small sample of participating teachers’ classrooms, but resource 
constraints prevented the collection of most of those data. 
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Table 2.3. Measurement instruments, samples, schedule, and data collection procedures, 
by data collection instrument 

Instrument

Student measure 

Assessing Teacher Learning 
About Science Teaching 
(ATLAST) Test of Force 
and Motion for Students 
(pretest and posttest)  

2009/10 Grade 8 California 
Standards Test physical 
science reporting clusters  

2008/09 Grade 7  
mathematics (California 
Standards Test or Arizona’s 
Instrument to Measure 
Standards) 

Knowledge of force and
motion 

Knowledge of physical 
science   

Entering academic 
performance level 

Variable  measured

 

Sample 

Physical science students in two 
randomly selected grade 8 classes of 
each teacher participating in study 
(n = 5,130) 

California physical science students 
in two randomly selected grade 8 
classes of each teacher participating 
in study (n = 3,771) 

Physical science students in two 
randomly selected grade 8 classes of 
each teacher participating in study (n 
= 4,454) 

Procedure 

Proctors administered tests 
before the force and 
motion was taught and 
within two weeks after it 
was taught 

Obtained from district 
administrative records 

Obtained from district 
administrative records 

Student and school 
information survey  

Teacher measure 

ATLAST Test of Force and 
Motion for Teachers (pretest 
and posttest) 

Teacher survey 1 (baseline) 
and teacher survey 2 
(postinstruction) 

Course implementation 

Video recordings of 
professional development 
sessions 

Attendance records 

Student population, 
curricular and school 
context information 

Knowledge of force and 
motion 

Teacher background, 
beliefs, and practices 
related to teaching force 
and motion 

Fidelity of 
implementation 

Intervention dosage 

All classes in which student data  
were collected (n = 249 classes)  

All participating teachers (n = 133) 

All participating teachers (n = 133) 

All course sessions at each research 
site (n = 30) 

All teachers in intervention group 
(n = 69) 

Teachers completed at tim e 
of student posttest 
(fall/winter 2009/10) 

 

Site coordinators 
administered to teachers at 
meetings in winter/spring 
2008/09 and one year later 

Site coordinators 
administered to teachers at 
meetings in winter/spring 
2008/09 and one year later 

Course facilitator video 
recorded all sessions 

Facilitator recorded arrival 
and departure times of 
each participant for each 
course session 

Source: Author. 

Student measures 

Assessing Teacher Learning About Science Teaching (ATLAST) Test of Force and Motion for 
Students. Students’ science content knowledge was measured using a test that was developed 
and validated as part of the ATLAST project, by Horizon Research, Inc., in collaboration with 
Project 2061 of the American Association for the Advancement of Science (Smith and 
Banilower 2006a, 2006b). ATLAST was funded by the National Science Foundation to 
provide rigorous and well-validated measurement instruments to be used in evaluations of 
science education programs. In this study, the study team used the ATLAST Test of Force and 
Motion for Students (http://www.horizon-research.com/atlast/). This multiple-choice test 

http://www.horizon-research.com/atlast
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measures science content in the National Science Education Standards and reflects the 
research literature documenting misconceptions related to science concepts in these domains. 
The test, administered in one 45-minute period, is composed of 27 multiple-choice items. 
Scores are computed as the percentage of questions answered correctly. The test has an alpha 
reliability coefficient of 0.86; the alpha coefficient of the student test based on data collected 
in this study was 0.82. 

Grade 8 California Standards Test physical science reporting clusters. Student scores on the 
2009/10 Grade 8 California Standards Test in science were obtained from districts’ 
administrative records for use as an outcome variable in the student-level analyses.6 Physical 
science scores were available in two reporting clusters—motion (8 items) and forces, density, 
and buoyancy (13 items). The two clusters are designed to measure 17 California science 
content standards (see appendix F). Analyses were conducted based on the percentage of the 
21 items in these two reporting clusters that were answered correctly. 

As with other state tests, all questions on the California Standards Test are evaluated by 
committees of content experts, including teachers and administrators, to ensure the questions’ 
appropriateness for measuring the state academic content standards in middle school science. 
In addition to being reviewed for content, all items are reviewed and approved to ensure their 
adherence to principles of fairness and to ensure that no bias exists with respect to 
characteristics such as gender, race/ethnicity, or language. Reported reliability figures for the 
test in science range from 0.88 to 0.91. 

Grade 7 standardized mathematics test. The 2008/09 California Standards Test and the 
2008/09 Arizona Instrument for Measuring Standards (AIMS) grade 7 mathematics scores 
were obtained from district administrative records. In both student and teacher impact analysis 
models, scaled grade 7 student scores for mathematics from 2008/09 were used as a covariate 
measure of student entering academic performance level. 

Student data from administrative records. Student demographic information (see appendix G) 
was obtained from district administrative records. Variables collected included race/ethnicity, 
sex, and English language learner classification. Institute of Education Sciences guidelines 
were followed with regard to reporting race/ethnicity in the categories of White, Black, 
Hispanic, Asian, American Indian, Other, and multiple race/ethnicity. For English language 
learners, scaled scores on the state-administered California English Language Development 
Test (CELDT) or the Arizona English Language Learner Assessment (AZELLA) were 
collected. Districts were asked to report each student’s English language learner classification 
as of the beginning of the 2009/10 school year, in the following categories: English Only, 
Initially Fluent English Proficient (nonnative English speakers classified as fluent in English 
when they arrived in the district), English Language Learner; and Reclassified Fluent English 
Proficient (English Language Learners who were reclassified as fluent in English after some 
time in the district). Districts and states differ in their criteria for classifying a student as an 

6 These scores were collected in California only, because physical science scores are not reported separately 
from total science scores on Arizona’s grade 8 Arizona Instrument for Measuring Standards (AIMS) test. 
Statistical power was judged adequate for estimating program impacts on student outcomes using the 
California subsample. See study power estimates in appendix A for more details. 
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English language learner or as fluent in English; in the analyses reported here, the district’s 
classification defined the variable. 

Student and school information survey. For each class in which student data were collected, 
teachers were asked to complete a classroom information survey that included questions on 
the number of students in the class in each of several categories, including special education 
students, students eligible to receive free or reduced-price meals, gifted students, and so forth; 
the school locale (urban, rural, and so forth); and the science curriculum used in the class. 

Teacher measures 

Assessing Teacher Learning About Science Teaching (ATLAST) Test of Force and Motion for 
Teachers.7 Teachers’ science content knowledge was measured using the ATLAST Test of 
Force and Motion for Teachers (http://www.horizon-research.com/atlast/). The test, with a 
reported reliability of 0.84, includes 25 multiple-choice items that measure teachers’ science 
content knowledge, ability to use it to diagnose student thinking, and ability to use it to make 
instructional decisions (Smith and Banilower 2006b). Scores are computed as the percentage 
of questions answered correctly. The alpha coefficient of the teacher test based on data 
collected in this study was 0.82. 

Teacher surveys. All participating teachers were asked to complete a pre-course survey in 
spring 2009, preceding the intervention, and a post-instruction survey the following year, after 
they had taught their classroom units on force and motion. These surveys had been used in 
numerous studies over the past 10 years to measure teachers’ self-reported outcomes of 
Making Sense of SCIENCETM courses with content-specific survey questions changed for 
studies in different science domains (Heller, Daehler, and Shinohara 2003, 2011; Heller and 
Kaskowitz 2004; Heller, Shinohara, Miratrix, Rabe-Hesketh, and Daehler 2010). Because 
self-report data are of limited use in judging course impacts, survey results were intended for 
descriptive purposes only and not as the basis for inferences about efficacy. 

The survey development process began in July 1999 when Heller Research Associates 
conducted a search for teacher surveys measuring impact of science professional 
development. None of the available instruments was sufficiently well-aligned with the 
Making Sense of SCIENCETM professional development model and intended outcomes. As a 
result, research and program staff collaborated to identify constructs and kinds of information 
required in six domains: teachers’ educational background and science teaching experience, 
classroom instructional practices, beliefs about science teaching and children’s learning, 
confidence in their ability to teach force and motion, and self-reported impact of courses on 
teaching.  

It was important in the development process to be sure that the type of information that the 
survey would yield would be useful and relevant for multiple audiences: course developers, 
teachers, policy makers, and the educational research community. Therefore, focus groups 
were conducted with teachers and with program developers for the purpose of identifying 
which aspects of the teachers’ backgrounds, experiences, and outcomes were most important 

7 The assessment was developed by the Assessing Teacher Learning About Science Teaching (ATLAST) project 
at Horizon Research, Inc. ATLAST is funded by the National Science Foundation under grant number 
EHR-0335328. 
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to them. The team conducted a total of four focus groups from the fall of 1999 to spring of 
2000. 

Program and research staff then drafted survey questions in each domain. After careful 
internal review and editing, draft pre-course and post-instruction instruments, originally 
containing 65 and 50 questions respectively, were tested to identify problems with navigation 
and comprehension in a series of cognitive interviews. The surveys were administered 
individually to a sample of teachers drawn from the population to be surveyed to determine 
whether teachers interpreted the items as intended or misunderstood anything about the items. 
Six interviews were conducted in the first round of cognitive testing. Subsequently, the 
instrument was revised to address identified problems and then the revised instrument was 
tested with 10 respondents. 

The surveys were then used in pilot and national field test studies in which they were 
administered before and after teachers completed Making Sense of SCIENCETM professional 
development courses from March 2000 through December 2005. The current study was the 
first to use data from these surveys to test a specific teacher outcome: confidence in ability to 
teach force and motion. Twenty-three of the survey items were selected to measure teacher 
confidence (see appendix H), including: 

• Confidence in their ability to teach force and motion content that appears in state 
curriculum standards (nine items, for example, “An object that is moving with 
constant speed can have changing velocity”). 

• Confidence about implementing general teaching goals and strategies (nine items, for 
example, “Teach students to collect and carefully record data”). 

• Overall confidence in teaching (five items, for example, “I know how to use the 
district force and motion curriculum”).  

The generality of the items makes them appropriate indicators of teacher confidence for any 
grade 8 physical science teacher, not just teachers exposed to the intervention. 

Before using them in this study, the reliability of these 23 items was computed based on data 
collected in an earlier randomized study (Heller et al. 2010), yielding an alpha coefficient of 
0.86. Based on data collected in the current study, the reliability was 0.90. One overall 
confidence index was computed for each teacher based on his or her individual ratings on the 
23 survey items. Each teacher’s overall confidence score was computed as the mean of the 
confidence ratings provided by that teacher. Because the overall measure is based only on the 
items to which each teacher responded, no correction for missing items was needed. 

Documentation of course implementation  

Facilitators video recorded all 30 course sessions at each research site. Instructions for 
collecting these recordings were distributed to facilitators in a protocol appended to the course 
facilitator guide (see appendix I). 
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Facilitators also recorded the arrival and departure times of each participant in each course 
session, using an attendance recording form provided by the study team (see appendix J). 
They also recorded the actual length of each session. These records documented the amount 
of exposure each participant had to the intervention compared with the number of hours a 
participant could potentially have had.  

Data collection procedures 

Administration of student tests 

Before student test administration, packets of student tests were sent to participating teachers. 
These packets included instructions and an administration script (see appendix K), as well as a 
classroom information survey to be completed by the teacher about the class. Each student 
testing package included instructions on how to administer the tests, including rules on 
opening, distributing, and collecting the tests; securing completed answer sheets in sealed 
envelopes; and returning them for data processing and scoring. Arrangements were made at 
each school for a professional staff person who was not directly involved in that classroom 
(for example, a counselor, aide, administrator, or other teacher) to administer the science tests, 
following a detailed testing protocol provided by the research team. These test proctors were 
often colleagues of teachers involved in the study, whose participation was consistent with 
common practice for the administration of standardized tests in schools. Proctors completed 
an honorarium request form, specifying the teacher and class sections in which they 
administered each test, to verify their participation.  

Proctors administered the pretests during one period of class time in fall/winter 2009. They 
administered posttests within two weeks after the completion of the class’s instruction in force 
and motion, whenever that occurred during the school year (see table 2.1). Students who 
missed a test because they were absent were given a make-up test as soon as they returned to 
school. Instructional lessons on force and motion took place over four to eight weeks, and no 
efforts beyond teachers’ usual practices were made to provide make-up instruction for 
students who were absent during any lessons. 

The data process team applied quality assurance procedures to verify that the student data 
they received were accurate and secure. These procedures included matching names, checking 
test forms, comparing student identification numbers and dates of birth on pretests and 
posttests, and verifying parental consent for each student. 

Administration of teacher tests and surveys 

Site coordinators administered science content tests and surveys to both intervention and 
control group teachers at regional project meetings in winter/spring 2009, before random 
assignment to the treatment or control group, and again in fall/winter 2010, after teachers had 
completed teaching the unit on force and motion, and students had taken their posttests. Site 
coordinators were provided with detailed test administration instructions (see appendix L) to 
standardize procedures across research sites. 
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Collection of course implementation data  

Facilitators returned the videotapes and attendance sheets to the research staff at the end of the 
course. Course facilitators recorded the attendance of each participant in each course session, 
as well as the length of each session. These records documented the amount of exposure each 
participant had to the intervention. 

Teacher analytic sample 

The teacher analytic sample was defined and tracked based on the Consolidated Standards of 
Reporting Trials (CONSORT) to document the flow of participants through each stage of the 
randomized trial (figure 2.1). The confirmatory intermediate-level analytic sample included 
all teachers randomly assigned to treatment or control condition for whom valid posttest data 
were available. 

Of the 181 teachers originally recruited and randomly assigned, 73 percent completed the 
study and provided teacher survey data (77 percent of intervention group teachers and 
70 percent of control group teachers) and 71 percent of the teachers provided student posttest 
data (72 percent of intervention group teachers and 70 percent of control group teachers) (see 
figure 2.1). Nine intervention group teachers (10 percent) and 10 control group teachers 
(11 percent) dropped out; the rest were not retained for reasons outside of their control. 
Teachers who left the study were categorized as dropped if they left for personal reasons, 
moved if they were no longer teaching in eligible classes in a study research site, or blocked if 
their district or school did not approve their participation.  

During the study period, both California and Arizona made severe budget cuts. As a result, 
12 percent of intervention group teachers and 18 percent of control group teachers lost their 
teaching positions or had to change grade levels. The proportion of each group retained varied 
considerably across research sites (table 2.4). 
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Figure 2.1 Consolidated  Standards of Reporting Trials (CONSORT) diagram for teachers 
providing data 

 

 

 

 

 

 

 

 

 

 

 

Teachers recruited and randomized (n = 181) 

Allocated to intervention group: (n = 90) 

Attrition: 23 percent (n = 21) 

Teachers retained in study: 77 percent 
(n = 69) 

• 9 teachers dropped 
• 12 teachers moved or blocked 

65 of 69 returned student data 
69 of 69 provided teacher data 

Allocated to control group: (n = 91) 

Attrition: 30 percent (n = 27) 

Teachers retained in study: 70 percent 
(n = 64) 

• 10 teachers dropped 
• 17 teachers moved or blocked 

64 of 64 returned student data 
64 of 64 provided teacher data 

Teachers who returned student data: 71 percent (n = 129) 

Teachers who provided teacher data: 73 percent (n = 133) 

Note: Categories of attrition are dropped, if a teacher left for personal reasons (for  example, pregnancy or illness) or because 
of time conflicts; moved, if a teacher left the teaching profession,  was laid off, transferred to a nonparticipating district, or  
ended up not teaching grade 8 science; and blocked, if a teacher taught in a district  or school that did not approve  
participation in the study.  
Source: Author’s analysis of primary data collected for the study.  
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Table 2.4. Number of teachers recruited and retained, by site and experimental 
condition 

Sample 

Full sample 

Intervention group 

Control group  

Number 
recruited and 

randomly 
assigned 

181  

90 

91  

Number 
providing 

teacher data 

133  

69 

64  

Number 
providing 

student data 

129  

65

64

Percent retained 
in studya 

73.5  

76.7 

70.3 

Site 1 

Intervention group  
Control group 

14  
15 

12  
11 

12 85.7 

11 73.3 

Site 2 

Intervention group  
Control group 

13  
14 

8  
9 

7 

9 

61.5 

64.3 

Site 3 

Intervention group  
Control group 

15  
15 

10  
14 

10 

14

66.7 

93.3 

Site 4 

Intervention group  
Control group 

15  
15 

11  
8 

8 

8 

73.3 

53.3 

Site 5 

Intervention group  
Control group 

18  
18 

14  
11 

14 

11

77.8 

61.1 

Site 6 

Intervention group  
Control group 

15  
14 

14  
11 

14 

11

93.3 

78.6 

Source: Author’s analysis of primary data collected for the study.
 
a Number of teachers providing teacher survey data divided by number of teachers randomly assigned. 


Baseline equivalence of intervention and control group teacher samples 

The internal validity of the study depends on baseline equivalence between intervention and 
control group teachers. Teacher-level characteristics were compared for the teacher samples 
that were randomly assigned to the intervention and control groups (recruited) that remained 
in the sample through the conclusion of the study (retained) and those that left the study 
before its conclusion (not retained). 

Baseline science content test scores of intervention group teachers were more than 
0.25 standard deviation higher than scores of control group teachers, as measured by the 
ATLAST Test of Force and Motion for Teachers (table 2.5), but the differences were not 
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significant for either the full recruited sample or the retained sample. Nevertheless, the 
magnitude of the differences prompted a review of the random assignment procedures, which 
the study team confirmed had been carried out correctly. The differences between groups 
were statistically controlled for in the impact analyses by including teacher pretests as a 
covariate in both the teacher and student models.  

There were no statistically significant baseline differences between the treatment and control 
group teachers in any of the study samples (the sample recruited, that retained through follow-
up, or that not retained) for the measure of teacher confidence in ability to teach force and 
motion. 

We also found no statistically significant differences in the demographic characteristics of 
intervention and control teachers in any of the three sample subgroups (see appendix M). For 
example, among both treatment and control group teachers retained in the sample, about 
60 percent were women, 73 percent were White, and 87 percent were native English speaking. 

The only comparison for which a significant difference between intervention and control 
groups was detected was in the number of semesters of postsecondary classes taken in science 
in the retained teacher sample: control group teachers took more such classes than 
intervention group teachers (see appendix M). Participants were generally experienced 
teachers, with all samples averaging about 11 years of teaching experience, 9 years of 
experience teaching science, 6 years of experience teaching force and motion, and more than 
8 years of experience teaching English language learners. 
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Table 2.5. Teacher baseline measures on outcome variables for teacher sample 
recruited, retained, and not retained, by experimental condition  

Intervention 
group  

Control 
group Measure Difference p-valuea 

Teacher pretest of force and motion 

Full teacher sample 

Mean percent correct 55.8 51.1 4.8 .05 

Standard deviation 17.2 16.7 

n 90 91 

Teacher sample retained 

Mean percent correct 57.4 52.1 5.3 .08 

Standard deviation 17.2 17.0 

n 69 64 

Teacher sample not retained 

Mean percent correct 51.2 48.7 2.5 .66 

Standard deviation 16.6 15.9 

n 21 27 

Confidence in ability to teach force and motion  

 Full teacher sample 

Mean  2.4  2.4 0  .99  

Standard deviation  0.5  0.5 

 n 89  91 

Teacher sample retained 

Mean  2.4 2.5 –0.1 .41 

Standard deviation  0.4  0.4 

 n 68  64 

Teacher sample not retained 

Mean  2.4 2.4 0  .84 

Standard deviation 0.6 0.5 

 n 21 27 

a. Two-tailed Fisher’s exact test for equality of proportion between intervention and control group teachers. 
Source: Author’s analysis of primary data collected for the study. 
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Student analytic sample 

The student sample was identified at the class level through random selection of two grade 8 
physical science classes per retained teacher. All physical science classes were considered 
eligible except those that included only special education students. The classes were 
determined using a class selection worksheet (see appendix N) that led teachers through a 
procedure for selecting classes using a table based on random numbers.  

Of the 133 retained teachers, almost all submitted student data in 249 class sets (127 from  
intervention group classes and 122 from control group classes) (table 2.6). The numbers of 
intervention group and control group teachers who submitted two class sets were identical 
(60 each).  

Table 2.6. Number of class sets submitted, by experimental condition and site 

Sample/site 

Intervention group  
Control group 

Full sample 

Site 1 

Number of teachers 
submitting one class set 

7 

2 

9 

Number of teachers 
submitting two class sets 

60 

60 

120  

Number of class 
sets submitted 

127  

122 

249  

Intervention group 

Control group  
Site 2 

# 

# 

# 

# 

23 

21  

Intervention group 

Control group  
Site 3 

0 

0 

8 

8 

16 

16  

Intervention group 

Control group  
Site 4 

# 

0 

# 

13  

19 

26  

Intervention group 

Control group  
Site 5 

# 

0 

# 

7 

18 

14  

Intervention group 

Control group  
Site 6 

# 

# 

# 

# 

27 

23  

Intervention group 

Control group  
# 

0 

# 

11 

24 

22  

Note: # indicates values were suppressed to reduce disclosure risk.
 
Source: Author’s analysis of primary data collected for the study.
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Of the 181 grade 8 science teachers randomly assigned during the school year preceding the 
student data collection year, 27 could not participate in the study because they were no longer 
teaching the target student population during the study year (see figure 2.1). This left 
154 teachers whose classes might have been eligible to participate in the study. About 
9,200 students would have been eligible to participate in the study if all of their teachers had 
been retained (figure 2.2). Of the 154 eligible teachers, 133 (86 percent) were retained in the 
study, 131 of whom provided student data. Information was not available on students of 
teachers who left the study before student data were collected. Thus, the data do not represent 
all students who were eligible for the study. 

Two overlapping analytic samples were used: all students in participating teachers’ 
classrooms that were eligible for this study (that is, classes that did not consist exclusively of 
special education students) and English language learner students in those classrooms. The 
analytic samples included all students whose parents provided consent and who had valid 
ATLAST posttest score data. 

Consent rates were calculated by dividing the number of students for whom parental consent 
was granted by the number of students enrolled in the classrooms for which teachers provided 
student data. Consent rates were 69 percent for students of intervention group teachers and 
74 percent for students of control group teachers. Response rates on the ATLAST Test of 
Force and Motion were calculated by dividing the total number of students with valid posttest 
data by the number of students with parental consent to participate in the study. Response 
rates were 92 percent for students of intervention group teachers and 93 percent for students 
of control group teachers. 
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Figure 2.2 Consolidated  Standards of Reporting Trials (CONSORT) diagram for students 
providing data 

 
  

 

 

 

 

 

 

 

 

 

 

  

 

  

 
 

 
 

  
 

  
 

 
  

 

 
 

 

  
 

Estimated number of students in 
181 randomly assigned teachers’ classes in 
previous year (n = 10,797 students) 

Total students with ATLAST posttest 
(irrespective of ATLAST pretest): 
90 percent of consented (n = 5,130) 

Students with both 
ATLAST pretest and 
posttest: 87 percent of 
consented (n = 2,510) 

Students with 
ATLAST posttest 
only: 3 percent of 
consented (n = 85) 

Students with 
ATLAST pretest: 
91 percent of 
consented (n = 2,602) 

Students with ATLAST 
pretest: 92 percent of 
consented (n = 2,556) 

Students with both 
ATLAST pretest and 
posttest: 89 percent of 
consented (n = 2,481) 

Students with 
ATLAST posttest 
only: 2 percent of 
consented (n = 54) 

Students with ATLAST 
posttest (irrespective of 
pre): 90 percent of 
consented (n = 2,595) 

Students with ATLAST 
posttest (irrespective of 
pre): 91 percent of 
consented (n = 2,535) 

Students of intervention group 
teachers: 53 percent (n = 4,172) 

Students of control group 
teachers: 47 percent (n = 3,762) 

Intervention group students with 
parental consent to participate: 
69 percent (n = 2,873) 

Control group students with 
parental consent to participate: 
74 percent (n = 2,792) 

Estimated number of students in 
249 teachers’ eligible classes in study year 
(n = 9,194 students) 

Number of students in 133 retained 
teachers’ classes (n = 7,934 students) 

Source: Author’s analysis of primary data collected for the study.   
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Baseline equivalence of intervention and control group student samples 

Students’ baseline scores on the key outcome variables were analyzed for equivalence across 
the two study groups (table 2.7). No statistically significant differences were detected between 
intervention and control group students on pretest science content, as measured by the 
ATLAST Test of Force and Motion, state standardized test scores in mathematics from the 
previous school year, or state tests of English language development. 

Table 2.7. Teacher-level means on key student measures at baseline, by experimental 
condition 

Measure 

ATLAST  Test of Force and Motion pretest (full student 
sample)   
Mean percent correct 
Standard deviation  

Intervention 
group 

36.6 
5.8 

Control 
group 

36.6 
5.9 

Difference 

0 .99 

pa 

N of teachers 67 60 
N of students  2,611 2,540 

2008/09 Grade 7 mathematics (California Standards 
Test or Arizona’s Instrument to Measure Standards) 
(full student sample) 

Mean scale score 402.9 402.7  0.2 .99 
Standard deviation 85.8 83.0  
N of teachers  63 61 
N of students  

ATLAST Test of Force and Motion pretest (English 
language learner sample) 
Mean percent correct  
Standard deviation 

2,258  

30.7 
7.8 

2,345  

30.0  
8.1 

0.7 .67 

N of teachers 46 46 
N of students 198 257 

2008/09 Grade 7 mathematics (California 
Standards Test or Arizona’s Instrument to 
Measure Standards) (English language learner 
sample) 

Mean scale score 
344.1 328.6 15.5 .29 

Standard deviation 71.0 67.5 
N of teachers  47 45 
N of students 186 231 

Fall 2009 test of English language development, overall 
proficiency (English language learner sample) 
Mean scale score  577.7 589.3 –11.6 .30 
Standard deviation 50.1 53.3 
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Intervention 
group 

Control  
group Measure Difference pa 

N of teachers 43 44 
N of students 206 246 
Fall 2009 test of English language development, 
speaking proficiency (English language learner sample) 
Mean scale score 569.1 589.0 –19.9 .20 
Standard deviation 71.6 73.9 
N of teachers 44 47 
N of students 208 258 
Fall 2009 test of English language development, 
listening proficiency (English language learner sample) 
Mean scale score 594.1 603.6 –9.5 .45 
Standard deviation 53.9 62.6 
N of teachers 42 45 
N of students 203 252 

a. F-test from ANOVA was used to test whether the student measures at baseline in the intervention and control groups were 

equivalent. 

Source: Author’s analysis of primary data collected for the study.
 

There also were no significant differences between the intervention and control groups in their 
demographic characteristics (table 2.8). The student sample included slightly more girls 
(52 percent) than boys (48 percent). In terms of racial/ethnic composition, both groups 
included about 44 percent Hispanic, 30 percent White, 10 percent Asian, and 7 percent Black 
students. On average, about 10 percent of the students in both the intervention and control 
groups were English language learners. 
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Table 2.8. Student demographic information, by experimental condition 

 Intervention group Control group 

Characteristic Number Percenta Number Percenta p-valueb 

Sex .23 

Female 1,355 52.5 1,391 51.6 

Male 1,222 47.4 1,300 48.2 

Unknown # # 7 0.3 

Ethnicity/race  .44 

Hispanic 1,119 43.4 1,210 44.9 

White 839 32.5 831 30.8 

Asian 279 10.8 276 10.2 

Black 170 6.6 197 7.3 

Pacific Islander 74 2.9 88 3.3 

American Indian 41 1.6 30 1.1 

More than one race 34 1.3 36 1.3 

Other 11 0.4 10 0.4 

Unknown 12 0.5 20 0.7 

English language learner classification .18 

Native English speaker 1,587 61.5 1,581 58.6 

Initially fluent English proficient 206 8.0 211 7.8 

Reclassified fluent English proficient 507 19.7 573 21.2 

English language learner 223 8.7 269 10.0 

Unknown 56 2.2 64 2.4 

Note: White includes European; Black includes African American; Hispanic includes Latino and other Spanish origin; Asian 

includes Chinese, Indian, Japanese, Korean, and Vietnamese; Pacific Islander includes Filipino, Guamanian or Chamorro, 

Native Hawaiian, Samoan, and other Pacific Islander; American Indian includes Alaska Native.
 
# indicates values were suppressed to reduce disclosure risk. 

a. Components may not sum to 100 because of rounding. 
b. Chi-square test for equality of proportion between intervention and control students. 
Source: Author’s analysis of primary data collected for the study. 

Districts and schools represented in sample 

The 181 teachers came from 137 schools in 55 school districts (table 2.9). Research sites of 
the recruited teacher sample included between 4 and13 districts, each with between 19 and 30 
schools. The 133 teachers retained in the analytic sample came from 102 schools in more than 
40 districts (table 2.10). After attrition, the research sites included up to 10 districts with 
between 13 and 21 schools per district. 
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Table 2.9. Numbers of teachers, districts, and schools represented in recruited sample, 
by research site 

Number of 
school 

districts  
Number of 
teachers 

Number of 
schools  Site  State 

 1  California  29  11  19 

 2  California  27  13  22 

 3  California  30  8  21 

 4  California  30  4  22 

 5  California  36  10  30 

 6  Arizona  29  9  23 

 Full sample 181  55  137 

Source: Author’s analysis of primary data collected for the study. 

Table 2.10. Numbers of teachers, districts, and schools represented by retained teachers, 
by research site 

Number of 
retained 
teachers 

Number of 
school 

districts  
Number of 

schools  Site  State 

 1  California  23  10  16 

 2  California  17 9   13 

 3  California  24 8   17 

 4  California  19 #  14 

 5  California  25  10  21 

 6  Arizona  25 9   21 

Full sample    133 #  102 

# Indicates values were suppressed to reduce disclosure risk. 
Source: Author’s analysis of primary data collected for the study. 

Because teachers were drawn from many districts and schools, the number of study 
participants from any one district or school was generally small (tables 2.11 and 2.12). Fifty-
four percent of the teachers taught in districts with four or fewer study participants, and 
approximately 73 percent were from districts with fewer than eight participants. About 
57 percent of the retained teachers (76 of 133) were the only study participants from their 
schools (61 percent of intervention group teachers and 53 percent of control group teachers) 
(table 2.12). The remaining teachers were at schools with two, or at most three, teachers in the 
study. 
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Table 2.11. Numbers of retained teachers per district, by experimental condition 

Number of 
teachers per 

 district 

 

Number of 
 districts 

Intervention group Control group Full sample

Number of 
teachers 

Percentage of 
teachers 

Number of 
teachers 

Percentage 
 of teachers 

Number of 
teachers 

Percentage 
 of teachers 

 1  22 14 20.3 8 12.5  22 16.5 

 2  10 10 14.5 10 15.6  20 15.0 

 3  6 9 13.0 9 14.1  18 13.5 

 4 4 5.8 8 12.5  12 9.0 

 5-7  4 12 17.4 13 20.3  25 18.9 

8 or more 3 20  29.0 16  25.0 36  27.1 

Total # 69  100.0 64  100.0 133  100.0 

# indicates values were suppressed to reduce disclosure risk. 
Source: Author’s analysis of primary data collected for the study. 

Table 2.12. Numbers of retained teachers per school, by experimental condition 

Number of  
teachers  
per school  

Intervention group Control group Full sample 

Number Percent Number Percent Number Percent 

 1 42  60.9 34 53.1 76  57.1 

 2 20  29.0 22 34.4 42  31.6 

 3 7 10.1 8 12.5 15  11.3 

 Total 69  100.0 64  100.0  133  100.0 

Source: Author’s analysis of primary data collected for the study. 

School characteristics 

The study team examined the characteristics of schools of teachers who were randomly 
assigned to experimental conditions (recruited), schools that had one or more teachers who 
remained in the study until its conclusion (any retained), and schools that had no teachers 
who remained in the study (none retained) (table 2.13). Enrollments in schools of recruited 
teachers as well as of teachers who remained in the study averaged about 900 students. About 
20 percent of the students served by the schools of recruited teachers were English language 
learners, and more than half of all students were eligible for free or reduced-price meals. 
There were statistically significant differences in characteristics of the student populations 
served by schools with and without teachers who remained in the study. Schools of teachers 
who left the study were more urban and had higher proportions of English language learners. 
Although no statistically significant differences were found between the overall academic 
performance indexes of schools with and without retained teachers, average grade 8 
standardized test scores in science were lower in schools whose teachers did not remain in the 
study. 
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Table 2.13. School-level characteristics of teacher sample, by retention status of teachers  

 Characteristic 

Schools with  
recruited 

 teachers 
 Schools with any 

 a retained teachers  
  Schools with no 

 a retained teachers  Difference bp  

Number of  schools  137 102  35 

 Setting (percent)   

Urban 37.7  34.3  47.2  –12.9*  .02 

Suburban 45.7  45.1  47.2  –2.1 

Rural 13.8  16.7  <10  11.1 

Other/Unknown 2.9 3.9 0 3.9 

n 137 102 36  

Enrollment (number of students)  

 Mean 889.2  890.4  885.6  4.8  .55 

 Standard deviation 390.9  341.0  512.4 

Range 12–3,055 12–1,727 108–3,055 

n 137 102 36  

English language learners (percent)  

 Mean 20.0 17.8 26.5 –8.7** <.01 

 Standard deviation 15.2  14.0  16.7 

n 136 101 35  

Eligible for free or reduced-price meals (percent)  

 Mean 56.5  54.0 63.5  –9.5 .07 

 Standard deviation 26.8  26.6 26.5 

135  100  n 35

Academic performance  
index (API) 

 Mean 753.3 761.7 733.9 27.8 .15 

80.8 77.3Standard deviation   86.6 

n 112  78  34 

 Academic performance index for English language learners 

 Mean 693.0 696.0 685.6 10.4 .46 

 Standard deviation 58.8  60.8  54.0 

n 102  72  30 

Percent  at or  above proficient on  2009  grade 8 standardized  
test in science  

Mean 51.5 54.8 42.2 12.6** <.01 

Standard deviation 21.1 19.9 22.1 

n 137 102 36 

*Significantly different from zero at the 0.05 level, two-tailed test. **Significantly different from zero at the 0.01 level, 
two-tailed test.  
a. Components may not sum to 100 because of rounding. 
b. Exact Wilcoxon rank sum test between schools with any retained teachers and no retained teachers. 
Source: Author’s analysis of primary data collected for the study. 
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The percentage of schools with only intervention group teachers (81 percent) was higher than 
the percentage of schools with only control group teachers (69 percent) or schools with both 
groups of teachers (70 percent) (table 2.14). After attrition the sample of schools with only 
control group teachers (n = 36) was smaller than that of schools with only intervention group 
teachers (n = 43). It included fewer English language learners and students eligible for free or 
reduced-price meals. The academic performance index (API) of schools with only 
intervention group or only control group teachers was about 750, the API of English language 
learners at those schools was about 700, and 15–17 percent of grade 8 students at those 
schools scored at or above proficient on a standardized science test. 

Table 2.14. School-level characteristics for retained teacher sample, by experimental 
condition 

Intervention 
group only  

Control group  
only Characteristic Full sample Total 

Number of schools 43 36 23 102 

Percentage of  schools with  any  
retained teachers  81.1 69.2 69.7 73.9 

Locale (percent) 

Urban 30.2 38.9 34.8 34.3 

Suburban 39.5 47.2 52.2 45.1 

Rural 25.6 11.1 8.7 16.7 

Other/ Unknown 4.7 2.8 4.3 3.9 

n 43 36 23 102 

Enrollment (number of students) 

Mean 771.0 910.4 1,082.5 890.4 

Standard deviation 336.1 320.1 296.9 341.0 

Range 12–1,727 388–1,493 464–1,682 12–1,727 

n 43 36 23 102 

English language learners (percent) 

Mean 6.7 5.5 8.6 6.7 

Standard deviation 13.5 12.7 14.7 13.4 

n 43 36 22 101 

Eligible for free or reduced-price 
meals (percent) 

Mean 16.3 14.3 22.0 16.8 

Standard deviation 30.4 28.2 32.9 30.1 

n 43 35 22 100 

Academic performance index 

Mean 746.8 774.5 768.3 761.7 

Standard deviation 75.0 86.0 65.4 77.3 

n 32 28 18 78 
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Characteristic 
Intervention 
group only 

Control group 
only Full sample Total 

Academic performance index for 
English language learners 

Mean 686.4 705.7 696.6 696.0 

Standard deviation 61.4 64.4 55.5 60.8 

N 28 26 18 72 

Percent at or above proficient on 
2009 grade 8 standardized test in 
science 

Mean 16.5 15.6 21.8 17.3 

Standard deviation 27.8 27.9 30.2 28.2 

N 43 36 22 101 

Source: Author’s analysis of primary data collected for the study. 

The characteristics of the classes in which student data were collected did not differ 
significantly between intervention and control groups (table 2.15). In both groups class sizes 
averaged just under 30, and 8 percent of students were classified as special education 
students, 12 percent as gifted or honors, and almost half as eligible for free or reduced-price 
meals.  
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Table 2.15. Characteristics of classes that provided student data, by experimental 
condition 

Measure Intervention Control Difference pa 

Class size (number of students) 

Mean 29.3 29.3 –0.01 .94 

Standard deviation 6.4 5.7 

n 126 114 

Physical science student population (percent) 

Special education or resource 

Mean 8.0 7.9 0.1 .85 

Standard deviation 10.4 13.2 

n 125 113 

Gifted or honors 

Mean 12.5 12.0 0.5 .46 

Standard deviation 21.9 21.5 

n 126 113 

Eligible for free or reduced-price meals 

Mean 45.8 49.3 –3.5 .55 

Standard deviation 34.9 35.7 

n 97 100 

a. p-value for quantitative data determined through Monte Carlo estimation of exact Wilcoxon rank sum test. p-value for 

categorical data determined through two-tailed Fisher’s exact test. 

Source: Author’s analysis of primary data collected for the study.
 

Data analysis methods 

Before impact analyses were conducted, comprehensive analysis files were created that 
included all outcome variables (confirmatory and exploratory); all subgroup variables; all 
covariates (with missing values replaced with the average of non-missing values, see below); 
student, teacher, and district identifiers (which did double duty as level/clustering variables in 
the hierarchical linear model analyses); and a single treatment variable, Tx, denoting the 
experimental treatment status. R version 2.9.2 (2009-08-24) software was used to conduct 
these analyses (R Foundation for Statistical Computing 2009). 

Impact analyses 

Multilevel regression models (also known as hierarchical linear models) were estimated to 
test the main research hypotheses. Adjusted post-intervention outcomes for students and 
teachers in the intervention group were compared with the outcomes for their counterparts in 
the control group. The primary hypothesis-testing analyses involved fitting conditional 
multilevel regression models with random intercepts to account for the nesting of individuals 
within higher units of aggregation (see, for example, Goldstein 1987; Murray 1998; 
Raudenbush and Bryk 2002). Statistically significant positive effects for hypothesis 1a, 1b, 



 42
 

2a, or 2b would constitute evidence supporting the effectiveness of the intervention. 
Statistically significant positive effects for hypothesis 3 or 4 would constitute evidence 
supporting the logic model for the intervention.  

Multiple comparison procedures were used to adjust for inflation in the probability of false 
positive errors involving tests of the four hypotheses. Statistical results are reported with two 
sets of p-values, both adjusted for multiple comparisons and with no adjustments, to allow 
comparison with studies that do not include adjustments. Student-level results were adjusted 
for two comparisons (ATLAST and standardized achievement tests) for the full sample and 
the English language learner subsample. Teacher-level results were also adjusted for two 
comparisons (ATLAST tests and confidence levels). Results are considered statistically 
significant in this report only if the adjusted p-value is less than 0.05. 

For purpose of the analysis, teachers were nested in randomization blocks within research 
sites; for student-level outcomes, students were nested within teachers. Students were not 
nested within classes within teachers, because a sensitivity analysis indicated that the 
additional level did not affect impact estimates (see appendix O). Covariates at the site, 
teacher, and student level were included in the analysis of student-level outcomes, and site-
level and teacher-level covariates were included in the analysis of teacher-level outcomes 
(table 2.16). A detailed discussion of the model specification is in appendix P. 

Table 2.16. Covariates included in student- and teacher-level regression models 

Student-level model Teacher-level model 

Pretest Pretest  

Teacher randomization stratum Teacher randomization stratum 

Treatment group of teacher Treatment group of teacher 

Site-by-treatment interaction Site-by-treatment interaction 

Student sex Class-level student academic ability 

Student English language learner status 

Student race/ethnicity 

Teacher  

Teacher pretest 

Teacher sex Teacher sex 

Teacher bachelor’s degree Teacher bachelor’s degree 

 Teaching experience  Teaching experience 

Teacher initial confidence 

Missing-value indicators Missing-value indicators 

Error Error 

Source: Author. 
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Missing data 

All data for the teacher and student analytic samples were examined to identify missing item-
level responses (see appendix Q). Missing data rates were not statistically significantly 
different between the intervention and control group teachers, including for the ATLAST Test 
of Force and Motion. 

Cases with missing values on covariates were retained in the analysis. In the context of a 
randomized controlled trial, where randomization helps ensure that the baseline covariates are 
balanced, the use of the missing indicator method appears to produce unbiased impact 
estimates and standard errors (Puma et al. 2009; White and Thompson 2005). Cases with 
missing values on posttest or other outcome variables were excluded from the impact 
analyses. Deletion of cases with missing outcome variables has been shown to result in 
accurate impact estimates and standard errors when outcomes are missing at random 
conditional on the covariates (Allison 2002; Puma, Olsen, Bell, et al. 2009; von Hippel 2007). 

To deal with item-level missing covariate values, the research team created total scale scores 
by averaging non-missing values for that item (e.g., all missing pretest scores were coded to a 
constant, computed as the mean of non-missing pretest scores across all intervention and 
control group teachers). The mean was used so that those observations would have no weight 
on the estimate of the relationship between covariates and outcomes.  

To account for missing values used in the impact analysis models, the research team used the 
missing-indicator method (White and Thompson 2005) wherein, in the HLM analyses, a 
missing-indicator categorical variable was set to zero or one (0 = observed; 1 = missing). Both 
the recoded covariates and the missing-value indicator variables were included in the 
regression model. 

Sensitivity analyses were conducted to ascertain the stability of impact estimates using 
different samples and model specifications. Models with different combinations of covariates 
(no covariates, pretest measure of outcome variable only, or all covariates) were estimated on 
(a) the sample with valid data on the post-instruction outcome measures, (b) the sample with 
valid data on both pre-intervention and post-instruction outcome measures, and (c) the full 
sample. For samples (a) and (b), which included observations with non-missing outcome 
and/or covariate values, the missing-indicator method was used to estimate models across 
analytic samples.  

Multiple comparison procedures 

The procedures described by Schochet (2008) were used to account for multiple hypothesis 
tests involving the outcome variables assessed in the study. Two primary student outcomes 
were assessed: student content knowledge of force and motion and student content knowledge 
of physical science more generally. These outcomes were analyzed across two overlapping 
samples, the full sample of students in participating teachers’ classrooms and the subsample 
of English language learners in participating teachers’ classrooms. With two primary 
outcomes analyzed, adjustments for two statistical tests were applied to the impact estimates. 
The full sample of students was analyzed, with multiple comparison adjustments for two 
statistical tests. The subsample of ELL students was then analyzed separately, also with 
multiple comparison adjustments for two statistical tests.  
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Two intermediate teacher-level outcomes were analyzed to establish part of the theory of 
action linking the intervention to student academic skills and knowledge: teacher content 
knowledge of force and motion and teacher confidence in teaching ability. Multiple 
comparison procedures were used to adjust for the inflation of type I errors across the two 
statistical tests. Multiple comparisons were controlled for separately when analyzing the 
primary student outcomes and intermediate teacher-level outcomes.  

Benjamini and Hochberg’s (1995) stepwise multiple hypothesis testing procedure was used to 
adjust p-values. This procedure involves ordering p-values obtained for outcomes within each 
domain from largest to smallest, multiplying each unadjusted p-value by N/(N – j + 1), where 
N is the number of outcome variables within a domain and j represents the order of the test. 
As applied in this study, all null hypotheses are rejected in which the adjusted p-value is less 
than 0.05. 



 45
 

 

 

 

 

 

Chapter 3. Implementation of the Making Sense of 

SCIENCETM intervention 


The professional development intervention consisted of a 24-hour force and motion course for 
teachers, delivered in summer 2009 over a period of five days (see appendix R). The course 
was implemented regionally, with local facilitators leading the course for local teachers at 
each of the six research sites. 

Course content is divided into five sessions that are sequenced so that the science topics (for 
example, speed, velocity, acceleration, and balanced and unbalanced forces) build on one 
another. The corresponding science language issues and strategies for supporting student 
learning and language development are introduced incrementally over the sessions. Each 
session includes the four main components described in chapter 1 (hands-on science 
investigations, language and literacy activities, case discussions, and classroom connections).  

Course materials 

A teacher book was provided to teachers and a facilitator guide to staff developers. The 
teacher book contains five chapters (one per session) and presents all the materials teachers 
need to participate in the professional development course. Each chapter contains a teaching 
case that illustrates students’ science thinking and highlights an important teaching dilemma 
that any teacher might face; a companion content guide explains and illustrates core science 
concepts. Each chapter in the teacher book also includes science investigation and case 
discussion handouts, which guide teachers’ small-group working time and structure their 
conversations about science, student thinking, and instruction.  

The facilitator guide contains five chapters (one per session). It provides extensive support 
materials and detailed procedures needed to successfully lead a course. Each chapter describes 
the underlying science (including common yet incorrect ideas children and adults have) and 
provides scripted yet flexible procedures, such as instructions to guide the hands-on and 
sense-making work in each science investigation, guiding questions for each case discussion, 
and instructions for helping teachers complete classroom connection assignments between 
sessions. 

Facilitator selection and training 

Site coordinators and district staff at each site helped identify and solicit the participation of 
professional development leaders to facilitate the courses. Understanding Science for 
Teaching staff participated in selecting the facilitators from among those individuals through 
telephone calls with candidates. In selecting facilitators, the research staff considered the 
following qualifications: 

• At least two years’ experience leading teacher professional development courses in 
middle school science. 

• Strong science content knowledge, ideally college-level coursework in physical 
science including the specific content topic of the professional development course. 
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•  At least five years of experience teaching the focal content to the grade addressed in 
the study. 

•  Strong pedagogical content knowledge, including ability to describe what tends to be 
difficult for students and teachers to understand about force and motion and ability to 
generate instructional strategies that address specific learner misconceptions. 

•  Good fit with the Making Sense of SCIENCETM professional development model, 
including a social constructivist perspective focusing on helping students and teachers  
learn through collaborative discourse about science. 

•  Acceptance of and commitment to following a strict professional development and 
research protocol for the larger good in science education. 

Two facilitators were selected from each site. In July 2009 all facilitators were trained to lead 
the course in one five-day leadership academy held at WestEd in Oakland, California. 
Facilitators were introduced to the purpose and design of the research and experienced the 
professional development intervention themselves. Most of the training time was spent 
deepening facilitators’ understanding of force and motion, grounding them in the common yet 
incorrect ideas students (and adults) have, and helping participants develop the necessary 
facilitation skills. Project staff modeled facilitation, engaged the group in analyzing video 
clips of exemplary facilitation, and provided facilitation course sessions for local teachers 
who volunteered to participate in the practice sessions. Facilitators used the course 
materials—the facilitator guide and participant book—throughout the training. 

Course implementation 

In summer 2009 teachers who were randomly assigned to the intervention group took the 
Understanding Force and Motion course, led by pairs of trained facilitators at each site, who 
alternated between serving as lead facilitator and serving as co-facilitator for each session. An 
average of more than 80 percent of teachers initially assigned to the intervention group 
received the intervention, ranging from 73 percent to 100 percent at individual sites 
(table 3.1). At the time of the intervention, some teachers were no longer eligible to take the 
course, either because their school or district did not agree to participate in the study or 
because they had left teaching or moved to a different grade or school. Among intervention 
group teachers still in the study, 94 percent attended the course, ranging from 85 percent to 
100 percent at individual sites. 

It should be noted that teachers in both the intervention and control groups were permitted to 
participate in other professional development besides the courses under investigation in the 
present study. Data as to such participation are available from the teacher survey, but worries 
about the quality of these data precluded us from presenting them. Response patterns suggest 
that teacher respondents in the treatment group did not distinguish between the professional 
development they received via Making Sense of SCIENCE from that received from other 
sources. 
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Table 3.1. Number of teachers assigned to and participating in summer 2009 Making 
Sense of SCIENCETM courses, by research site 

Percentage  of initially assigned  
teachers completing course  

Percentage of available teachers 
completing coursea  Site 

1 78.6 84.6 

2 84.6 100.0 

3 73.3 91.7 

4 73.3 84.6 

5 77.8 100.0 

6 100.0 100.0 

Total 81.1 93.6 

a. Excludes teachers who could not participate because study was not approved at district or school level and teachers who 

left teaching or moved to a different grade or school. 

Source: Author’s analysis of primary data collected for the study.
 

Two video recordings, chosen at random, were reviewed at each site to monitor fidelity of 
implementation (see appendix R). Review of the 12 sessions revealed perfect correspondence 
between the course components as designed and as implemented. Debriefing conversations 
between course facilitators and Understanding Science for Teaching program staff indicated 
that no facilitators dropped a course component included in the facilitator guide. Records kept 
for each session of each course indicated nearly perfect attendance.  

Cost of training teachers in Making Sense of SCIENCETM 

The estimated cost of providing the five-session courses to intervention group teachers at the 
six research sites was $107,900 (table 3.2). This figure includes materials, training, logistical 
supports, and reimbursement of teachers for professional time. It reflects the fact that the 
professional development workshops were held at school sites or other locations that did not 
require a facility rental fee. Had these sites not been available, an additional $4,500 
($150/session × five sessions × six sites) would have been needed. 
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Table 3.2. Estimated cost of training teachers in Making Sense of SCIENCETM  

Estimated unit 
cost 
(dollars) 

Estimated total 
cost 

Item Number of units 

Teacher stipend 800/teacher 73 (12 teachers/site × 6 sites) $58,400 

Facilitator stipend 1,800/ facilitator 12 (2 facilitators/site × 6 
sites) 

$21,600 

Facilitator training (travel 
expenses for five-day 
training) 

1,500/facilitator 12 $18,000 

Hands-on materials 200/site 6 $1,200 

Curricular materials for 
teachers 

60/teacher 73 $4,380 

Curricular materials for 
facilitators 

360/facilitators 12 $4,320 

Total $107,900 

Source: Author’s analysis of primary data collected for the study. 

Implementation at the classroom level 

The intervention evaluated is not a student curriculum but a teacher course designed to 
improve students’ learning opportunities by strengthening teachers’ science and pedagogical 
knowledge. Making Sense of SCIENCETM courses are intended to strengthen teaching in a 
way that is compatible with whatever student curriculum is already used in the classroom. No 
materials were provided for use in teachers’ classrooms, although some teachers did adapt 
activities they completed in the course for student use.  

Curriculum decisions are made at the district or school level at least a year in advance of each 
school year. If teachers’ experience in the course changes the instructional methods or 
approaches they want to use, it is more likely that they will supplement their regular 
curriculum from other resources than that they will change curricula overall. 

Although change in student curricula in the classroom as a result of the course is neither 
intended nor likely, determining whether it may have occurred is important. If teachers who 
took the course changed the textbook or curriculum they used as a result, then course impact 
could be largely a function of the book used rather than how the books and other materials 
were used. Questions on teacher surveys solicited information about student curricula used the 
year before the Making Sense of SCIENCETM course was given and during the study year. In 
both years teachers in the intervention and control groups used the same set of curricula, as 
would be expected with random assignment within schools and districts (table 3.3).  
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Table 3.3. Science textbooks used by teachers before and during study year, by 
experimental condition and curriculum 

 2008/09 2009/10 
Intervention group Control group Intervention group Control group 

Publisher Number Percent Number Percent Number Percent Number Percent 
Pearson Prentice 
Hall 

21 26.9 21 28.4 15 20.3 14 23.0 

Holt, Rinehart  and  
Winston  

12 15.4 18 24.3 13 17.6 16 26.2 

CPO Science 12 15.4 10 13.5 9 12.2 7 11.5 
Herff Jones 12 15.4 6 8.1 12 16.2 6 9.8 
Glencoe/McGraw 
Hill 

7 9.0 # # 8 10.8 5 8.2 

District materials 6 7.7 # # 6 8.1 # 4.9 
Other 8 10.2 11 15.0 11 15.0 # 16.4 
Total 78 100 74 100 74 100 61 100 

Notes: Numbers of teachers may not sum to expected sample sizes because some teachers reported using more than one 

student curriculum. Components may not sum to 100 because of rounding. P-values, calculated using two-tailed Fisher’s 

exact test for equality of proportion between intervention and control group teachers, were 0.52 for 2008/09 and 0.81 for 

2009/10. 

# indicates values were suppressed to reduce disclosure risk. 

Source: Author’s analysis of primary data collected for the study.
 

The distributions of science textbooks between the two groups of teachers did not differ 
statistically either year. Thus, there is no evidence that the Making Sense of SCIENCETM 

course prompted changes in textbook by intervention group teachers. 
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Chapter 4. Impact results 
Results of the primary confirmatory analyses indicate that, after adjusting for multiple 
comparisons, there were no statistically significant differences between science content test 
gains of students in intervention group classrooms and students in control group classrooms. 
Intervention group students in neither the full sample nor the English language learner 
subsample scored significantly higher than control group students on the ATLAST Test of 
Force and Motion or the California Standards Test physical science reporting clusters. These 
findings reflect a crucial element of the analysis plan, namely that two null hypotheses were 
to be tested, and therefore adjustments were required for two comparisons (intervention 
versus control outcomes on both the ATLAST test and the California Standards Test physical 
science reporting clusters scores). 

Results of the intermediate confirmatory analyses indicate that after adjusting for multiple 
comparisons, teachers who took the Making Sense of SCIENCETM course outscored control 
group teachers on the ATLAST Test of Force and Motion for Teachers (effect size = 0.38). 
They also revealed higher self-ratings of confidence in the ability to teach force and motion 
(effect size = 0.49). 

Student outcomes (primary research questions) 

Evidence on hypotheses 1a and 1b: Did Making Sense of SCIENCETM professional 
development increase students’ content knowledge of force and motion or of 
physical science more generally? 

After adjustment for multiple comparisons, differences between the full sample of students in 
the intervention and control groups on the ATLAST Test of Force and Motion were not 
statistically significant at the 0.05 level (table 4.1). Intervention group students in the full 
sample (effect size = 0.11) did not score higher than control group students on the ATLAST 
Test of Force and Motion. 

Similarly for the California Standards Test physical science reporting clusters, intervention 
group students in the full sample (effect size = 0.03) did not score higher than their 
counterparts in the control group. 
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Table 4.1. Impact analysis of science content knowledge outcomes for all students 

Adjusted mean 
Intervention 

group 
(standard 
deviation) 

Control 
group 

(standard 
deviation) 

Statistical 
significance 

after 
correctiona  

Difference  
(standard 

error) 

Student 
sample 

size 
Unadjusted  

p-value 
Effect 
size Measure 

ATLAST Test of Force and 
Motion (percent correct) 

52.4 

(19.8) 

50.3 

(19.3) 

2.1 

(1.0) 
.04 No 0.11 5,130 

California Standards Test 
physical science reporting 
clusters  

71.0  

(19.3)  

70.4  

(18.2)  

0.5  

(1.1)  .65 No 0.03 3,768 

ATLAST is Assessing Teacher Learning About Science Teaching. 
Notes: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study  
design characteristics. Effect sizes were calculated by dividing impact estimates by the unad justed control group standard 
deviation of the outcome variable.  
a. Benjamini-Hochberg correction used to adjust for multiple  comparisons of two  outcomes.  
Source: Author’s analysis of primary data collected for the study.  

Evidence on hypotheses 2a and 2b: Did Making Sense of SCIENCETM professional 
development increase English language learners’ content knowledge of force and 
motion or of physical science more generally? 

After adjustments for multiple comparisons, differences between English language leaner 
students in the intervention and control groups on the ATLAST Test of Force and Motion 
were not statistically significant at the 0.05 level (table 4.2). The sample of intervention group 
English language learners did not outscore the sample of control group English language 
learners on the California Standards Test physical science reporting clusters. 

Table 4.2. Impact analysis of science content knowledge outcomes for English language 
learner students 

Adjusted mean 
Intervention

group 
(standard 
deviation) 

Control 
group 

(standard 
deviation) 

Statistical 
significance 

  after 
correctiona  

Difference  
(standard 

error) 

Student 
 sample 

size 
Unadjusted

p-value 
Effect
size Measure 

ATLAST Test of Force and 
Motion (percent correct) 

38.9 

(15.3) 

34.4 

(14.2) 

4.5 

(2.2) 
.04 No 0.31 455 

California Standards Test 
physical science reporting 
clusters  

54.7  

(19.2)  

56.5  

(19.7)  

–1.8   

(2.6)  .50 No 0.09 378 

Note: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study
 
design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted control group standard 

deviation of the outcome variable. 

ATLAST is Assessing Teacher Learning About Science Teaching.
 
a. Benjamini-Hochberg correction used to adjust for multiple comparisons of two outcomes. 
Source: Author’s analysis of primary data collected for the study. 
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Teacher outcomes (intermediate research questions) 

 Evidence on hypothesis 3: Did Making Sense of SCIENCETM professional  
development increase teachers’ content knowledge of force and motion? 

The intervention increased teachers’ content knowledge of force and motion, as measured by 
the ATLAST Test of Force and Motion (table 4.3). Adjusted mean differences on the posttest  
measure in spring 2010 were 6.2 percentage points higher for the intervention group (effect 
size = 0.38). This difference was significant at the 0.01 level after adjusting for multiple 
comparisons across two teacher-level domains using the Benjamini-Hochberg (1995) 
procedure. 

Table 4.3. Impact analysis of teacher science content knowledge and confidence in 
ability to teach force and motion  

Adjusted mean  
Intervention 

group 
(standard 
deviation) 

Control 
group 

(standard 
deviation)  

Statistical 
significance 

  after 
correctiona  

Difference  
(standard 

error)  

Teacher 
sample 

size  
Unadjusted

p-value  
Effect 
size  Measure 

ATLAST Test of Force and 
Motion (percent correct) 

65.3 

(19.2) 

59.2 

(16.0) 

6.2** 

(2.2) 
<.01 Yes 0.38 133 

Confidence in ability to teach 
force and motiona 

2.7 

(0.3) 

2.5  

(0.4)  

0.2** 

(0.04) 
<.01 Yes 0.49 133 

Notes: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study
 
design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted control group standard 

deviation of the outcome variable. 

ATLAST is Assessing Teacher Learning About Science Teaching. 

*Significantly different from zero at the 0.05 level, two-tailed test. **Significantly different from zero at the 0.01 level, 

two-tailed test.  

a. Benjamini-Hochberg correction used to adjust for multiple comparisons of two outcomes. 
b. Based on teacher ratings on a three-point Likert scale that ranged from 0 (not at all confident) to 3 (very confident) 
Source: Author’s analysis of primary data collected for the study. 

Evidence on hypothesis 4: Did Making Sense of SCIENCETM professional 
development increase teachers’ confidence in their ability to teach force and 
motion? 

The intervention produced gains in teachers’ confidence in their ability to teach force and 
motion (see table 4.3). Adjusted mean differences on the confidence measure in the spring 
2010 semester show that the outcome for the intervention group exceeded that of the control 
group (confidence rating effect estimate of 0.2; effect size = 0.49). This difference was 
significant at the 0.01 level after adjusting for multiple comparisons across two teacher-level 
domains. 
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Sensitivity analyses 

All primary analyses were conducted using impact models estimated with a full set of relevant 
covariates; for samples with valid, non-missing posttests; and with any missing pretest and 
covariate values replaced with the average of non-missing values. The robustness of treatment 
effects was examined by determining the sensitivity of findings to models estimated with 
different combinations of covariates and different analytic samples (see appendix S).  

Influence of student-level covariates and analytic student sample 

Estimates of impacts on the ATLAST Test of Force and Motion or the California Standards 
Test physical science reporting clusters were similar whether or not covariates were included 
in the models. There was also very little variation when different analytic samples were used. 

Influence of teacher-level covariates 

Treatment effects were estimated for the same three sets of covariates that were compared for 
students (all with n = 133). All models were estimated for the teacher sample with valid, non-
missing posttests. Treatment effects on teachers’ content knowledge of force and motion 
reached statistical significance for all three models. However, the inclusion of the pretest in 
the impact analysis model decreased the point estimate from 9.8 to 6.1 and the effect size 
from 0.61 to 0.38. The differences in estimates when the pretest was included in the basic 
model likely reflected the significant differences between baseline science scores of 
intervention and control group teachers (see table 2.5). There were no differences between 
estimates for the model with pretest only and estimates for the model with all covariates. 

With regard to treatment effects on teachers’ confidence in their ability to teach force and 
motion, controlling for covariates did not significantly change the outcome. Treatment effects 
on confidence reached statistical significance for all three models, with effect sizes of 
0.46–0.49. 

Influence of analytic teacher sample 

Estimating effects for different analytic samples did not change the outcome with regard to 
teachers’ content knowledge or confidence in their ability to teach force and motion. 
Treatment effects on teachers’ content knowledge of force and motion reached statistical 
significance for all three models. There were no differences between point estimates (6.2),  
p-values (0.05), or effect sizes (0.38) for the models with additional missing values. 
Treatment effects on teacher confidence reached statistical significance for all three models (p 
< .01, effect size = 0.49). 

http:0.46�0.49
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Chapter 5. Exploratory analyses 

According to the Understanding Science for Teaching program’s theory of action, increased 
teacher content knowledge is a key intermediate outcome of the teacher courses. If course 
implementation at each site differentially affects teacher content knowledge, student-level 
effects would be expected to be similarly affected. Therefore, the study team explored the 
relationship between student and teacher outcomes by examining whether the pattern of 
student and teacher impacts varied across the six implementation sites. 

These analyses focused only on content knowledge of force and motion, as measured by the 
ATLAST tests, in order to minimize multiple testing issues and because intervention-control 
differences were at or near significance for both teachers and students on these measures. The 
exploratory questions were addressed for the teacher sample and the full student sample only, 
because the site-level sample sizes for English language learners were too small to yield 
reliable results. 

Differential impacts across sites 

Did the impacts of Making Sense of SCIENCETM on student and teacher outcomes differ 
significantly across the six implementation sites? What, if any, were the differential impacts 
by site of the course on students’ content knowledge of force and motion? 

To address these questions, the study team analyzed teacher and student data including 
treatment-site interaction variables. These analyses indicated whether there were differential 
treatment effects across sites and allowed separate impacts to be estimated for the sites. A 
likelihood ratio test comparing the results of these models with the main impact analysis 
models that did not include the treatment-site interaction terms was used to determine whether 
there were statistically significant differences between models with and without site-by
treatment interactions.  

Results of the likelihood ratio tests indicated that neither student nor teacher models differed, 
suggesting that the intervention effects did not vary by site. The model that included site-by
treatment interaction terms, site-specific impact estimates, p-values, and effect sizes showed 
the most pronounced effects for two of the six sites, for both students (table 5.1) and teachers 
(table 5.2). An important limitation of the exploratory analyses is the limited statistical power 
for estimation of site-specific impacts (see appendix A). 
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Table 5.1. Impact analysis of student content knowledge of force and motion, by site  

Site 

 Adjusted mean  

 p-value 

 
Confidence 

interval 

Unweighted 
Intervention 

group  
Control 
group  Difference 

Student (teacher) 
sample size  Effect size

 1  50.9  45.8  5.0*  .03  0.4 to 9.6  0.26  848 (23) 

2  57.5  55.6  2.0 .47   –3.5 to 7.4  0.10  706 (14) 

3  52.0  48.2  3.8  .08  –0.6 to 8.1  0.19  1,027 (24) 

4  56.2  55.9  0.3  .91  –5.4 to 6.1  0.02  641 (16) 

5  51.8  50.0  1.8  .45  –2.9 to 6.5  0.09  1,032 (25) 

6  48.7  49.2  –0.5  .83  –5.2 to 4.2  –0.03  867 (25) 

Note: Results are based on student scores on the Assessing Teacher Learning About Science Teaching (ATLAST) Test of
 
Force and Motion. Data were adjusted using multilevel regression models to account for differences in baseline 

characteristics and study design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted
 
control group standard deviation of the outcome variable. 

*Significantly different from zero at the .05 level, two-tailed test.
 
Source: Author’s analysis of primary data collected for the study.
 

Table 5.2. Impact analysis of teacher content knowledge of force and motion, by site  

Site 

 Adjusted mean  

 p-value 
Confidence 

interval

Unweighted 
Intervention 

group  
Control 
group  Difference 

Teacher sample 
size  Effect size

 1  63.2  50.8  12.4*  .02  1.6 to 23.2  0.77  23 

2  63.8  55.7  8.1  .17  –3.8 to 20.0  0.51  17 

3  68.5  57.1  11.4*  .03  1.1 to 21.8  0.71  24 

4  75.7  72.9  2.9  .63  –9.0 to 14.7  0.18  19 

5  67.1  60.8  6.4  .25  –4.7 to 17.4  0.40  25 

6  55.2  59.3  –4.1  .46  –15.2 to 7.0  –0.26  25 

Note: Results are based on student scores on the Assessing Teacher Learning About Science Teaching (ATLAST) Test of
 
Force and Motion. Data were adjusted using multilevel regression models to account for differences in baseline 

characteristics and study design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted
 
control group standard deviation of the outcome variable. 

*Significantly different from zero at the .05 level, two-tailed test.
 
Source: Author’s analysis of primary data collected for the study.
 

How do the patterns of and differences in impacts across sites for teacher 
outcomes compare with those for student outcomes?  

Although statistical analysis of correlations between teacher and student ATLAST test score 
outcomes is not advisable with only six implementation sites, examination of the estimated 
treatment effects for teachers and students at each site reveals a distinct pattern (table 5.3). 
Point estimates of student content knowledge of force and motion and teacher content 
knowledge of force and motion follow the same rank order, without exception. This pattern is 
consistent with a relationship between teacher and student outcomes, but without significant 
student-level effects this relationship could not be investigated.  
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Table 5.3. Impact point estimates for knowledge of force and motion by teachers and 
students 

Teacher knowledge 
(n = 133)  

Student knowledge 
(n = 5,130)  Site 

1 12.4 5.0 

3 11.4 3.8 

2 8.1 2.0 

5 6.4 1.8 

4 2.9 0.3 

6 –4.1 –0.5 

Note: Knowledge of force and motion was measured by the Assessing Teacher Learning About Science Teaching (ATLAST) 

Test of Force and Motion for Students and the ATLAST Test of Force and Motion for Teachers.
 
Source: Author’s analysis of primary data collected for the study.
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Chapter 6. Conclusion 

Primary confirmatory analyses at the student level indicate that after adjusting for multiple 
comparisons, there were no statistically significant differences between science content test 
scores of students whose teachers participated in the Making Sense of SCIENCETM 

professional development course on force and motion and students in control group 
classrooms, at least at conventional levels of statistical significance.  

Results for the intermediate confirmatory analyses at the teacher level indicate that after 
adjusting for multiple comparisons, teachers who received the course outscored control group 
teachers on the ATLAST Test of Force and Motion for Teachers (p < 0.01, effect size = 0.38) 
as well as in their ratings of confidence in their ability to teach force and motion (p < 0.01, 
effect size = 0.49). 

The estimated impacts were consistent when tested using models estimated with different 
combinations of covariates and different analytic samples. Estimating effects for different 
covariates and samples did not significantly change the outcomes with respect to treatment 
effects on students’ or teachers’ content knowledge of force and motion or teacher 
confidence. 

In exploratory analyses, the study team examined whether there were differential impacts on 
student and teacher content knowledge outcomes across the six research sites. It found that the 
estimated impacts on student and teacher content knowledge of force and motion were 
greatest at two of the six sites. The relationship between student effects and teacher effects 
followed the same pattern at the six sites, with the rank order of student effects exactly 
matching the rank order of teacher effects. The finding could mean that at sites at which the 
intervention was particularly effective, teachers learned many things (including content 
knowledge) and that students gained more because of a combination of treatment effects. In 
this case, the average increase in the content knowledge scores related to treatment might be 
some measure of the sites’ overall implementation of the intervention. An important limitation 
of this exploratory analysis is the weak statistical power for estimation of site-specific 
impacts. 

To examine further whether treatment effects on student outcomes were mediated by teacher 
content knowledge gains, the study team controlled for teacher posttest scores in student-level 
hierarchical linear models. Doing so reduced the student-level impact estimate by just 
6 percent. Although teacher content knowledge may mediate student impact, these findings 
suggest that, as represented in the intervention logic model, the course produces student gains 
by influencing more than just teacher content knowledge outcomes. 

Implications of the results 

The analysis plan for this study established that statistically significant positive effects for any 
of the two hypotheses involving student knowledge would constitute evidence supporting the 
effectiveness of the Making Sense of SCIENCETM teacher professional development 
intervention and that only evidence related to the two hypotheses would be used to make 
inferences about the overall effectiveness of the program. For both the full student sample and 
the sample of English language learners, neither of the two null hypotheses was rejected at 
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p < 0.05 after adjustments for the two comparisons. The findings therefore are inconclusive 
with respect to the effectiveness of the intervention.  

At the teacher level, treatment effects were clearly positive and significant: the findings 
support the effectiveness of the intervention for raising teacher science content test scores. 
These results are consistent with all previous evaluations of Making Sense of SCIENCETM 

teacher courses (Heller, Daehler, and Shinohara 2003; Heller et al. 2010), signaling to 
educators and policymakers that the Making Sense of SCIENCETM force and motion course 
can be relied on to strengthen the science content knowledge of teachers.  

In exploratory analyses, the study investigated whether there were differential impacts on 
student and teacher content knowledge outcomes across the six research sites. The estimated 
impacts were most pronounced at two of the six sites. For the full sample of students, point 
estimates for student and teacher content knowledge of force and motion followed the same 
rank order at all sites. 

Limitations of the analysis 

As described in chapter 2, 48 of the 181 teachers who were randomly assigned to intervention 
and control groups left the study before data collection was completed, raising concerns about 
attrition bias. To the extent that these teachers differed from participating teachers, such 
attrition could reduce external validity (the degree to which the results can be generalized 
from the retained teacher sample). Such attrition could also bias impact estimates if the 
attrition is associated with the study outcome measures and attrition rates differ between 
intervention and control groups (What Works Clearinghouse 2008). Based on the analyses of 
equivalence between the intervention and control groups at baseline and at subsequent points 
later in the study, as well as between retained and nonretained teacher samples, there is little 
evidence of selective attrition. Sensitivity analyses conducted (reported in appendix S) also 
show consistent findings with analytic samples based on missing data as a result of participant 
attrition and unresponsiveness to data collection protocols.  

Another limitation of the study is that data were not collected on classroom implementation of 
course-related practices, which might help to explain the absence of student-level effects. The 
expense of collecting extensive classroom implementation data weighed against conducting a 
detailed process study, without which it is not possible to determine whether the course 
affected teachers’ practices. 

The findings are based on volunteer teachers and students whose parents provided consent. It 
is possible that the findings would have been different had teachers been required to 
participate in the intervention and all students been tested. 
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Appendix A. Study power estimates 

This appendix describes how the sample sizes were chosen for this study. 

Power estimates during planning phase 

To determine the appropriate sample sizes, during the planning phase the study team 
calculated minimum detectible effect sizes based on the unit of randomization, the sources of 
clustering, the availability of baseline explanatory variables, and other design characteristics, 
using the procedures described by Donner and Klar (2000), Murray (1998), Raudenbush 
(1997), and Schochet (2005). Minimum detectible effect size estimates represent the smallest 
true program impacts (in standard deviation units) that can be detected with high probability 
(Bloom 1995). The minimum detectible effect size of a study is the smallest effect size that 
has at least an 80 percent probability of being found statistically significant with 95 percent 
confidence. For a design to be sufficiently powerful, this minimum detectible effect size must 
be small enough so that a likely program impact that is large enough to be policy relevant 
does not go undetected. 

Fourteen parameters were used to estimate minimum detectible effect size (table A1). As 
discussed in the body of this report, the study team estimated that 120 of approximately 
180 teachers randomly assigned to two conditions would be retained after attrition; that each 
teacher would cover two classes with about 25 students per class; that the student 
nonresponse/missing-data rate would be about 20 percent, leaving 20 students per class and 
40 students per teacher at the end of the semester for analysis; and that 25 percent of student 
participants served by each teacher would be classified as English language learners. 
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Table A1. Parameters used to estimate statistical power in planning phase and actual 
parameters in final analytic sample  

Planning phase Final analytic sample 
Student 

outcomes 
Teacher 

outcomes 
Student 

outcomes 
Teacher 

outcomes Parameter 
Teachers 
Teachers per condition 90 90 90 90 
Participating teachers per condition 60 60 65a 66a 

Participating teachers per condition 
in Californiab 

50 na 53 na 

Students 
Students per teacher 50 na 61 na 
Participating students per teacher  40 na 40 na 
Participating English language 

learners per teacher   
10 na 3 na 

Intraclass correlation 
ATLAST  Test of Force and Motion 

for Students  
0.20 na 0.19 na 

California Standards Test physical 
science reporting clusters  

0.20 na 0.35 na 

R2 (within-teacher) 
ATLAST Test of Force and Motion 

for Students  
0.50 na 0.34 na 

Student California Standards Test  

physical science reporting clusters  
0.50 na 0.29 na 

R2 (between-teacher) 
ATLAST Test of Force and Motion 

for Students  
0.50 na 0.73 na 

California Standards Test  physical 
science reporting clusters  

0.50 na 0.86 na 

ATLAST Test of Force and Motion  

for Teachers  
na 0.20 na 0.74 

Teacher confidence  na 0.20 na 0.74 

Note: All parameters except the number of teachers per condition and the number of students per teacher were used to 

estimate minimum detectable effect size.
 
na is not applicable. 

ATLAST is Assessing Teacher Learning About Science Teaching. 

Harmonic mean of the number of teachers in each experimental condition. 

Student state standardized test score information collected only for California sample. 

Source: Author’s analysis of primary data collected for the study.
 

For the purposes of the power analyses, the study team conservatively assumed intraclass 
correlations of 0.20 for the student academic outcomes and between- and within-teacher 
R2 values of 0.50, based on Schochet’s (2005) work. Based on other studies of teacher 
outcomes (for example, Hill and Ball 2004; Schweingruber and Nease 2000), it 
conservatively assumed that covariates would explain 20 percent of the variance in teacher 
outcomes. Using a Bonferroni adjustment as a conservative approximation of the proposed 
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resampling method, the study team divided the critical value of the statistical significance test 
by four for the primary student outcomes and by two for the intermediate teacher outcomes. 

With 60 teachers per condition and a minimum of 40 (25 × 2 × 0.80) students and 10 English 
language learner students per teacher, the study team estimated the minimum detectible effect 
size to be 0.20 for ATLAST test scores involving the total student sample and 0.23 for the 
English language learner sample (table A2). As noted in the body of this report, standardized 
test score information was collected only from the California sample, which included about 
50 teachers per condition. The estimated minimum detectible effect size for standardized test 
scores on the physical science reporting clusters of the California Standards Test was 0.22 for 
the full sample, 0.25 for the English language learner subsample, and 0.51 for the teacher 
outcomes. 

Table A2. Minimum detectable effect size estimates for student and teacher outcome 
measures 

Planned sample minimum 
detectible effect size 

Achieved sample minimum 
detectible effect size Sample 

All students 
ATLAST Test of Force and Motion for 

Students 
0.20 0.15 

California Standards Test physical 
science reporting clusters 

0.22 0.15 

English language learner students 
ATLAST Test of Force and Motion for 

Students 
0.23 0.28 

California Standards Test physical 
science reporting clusters 

0.25 0.27 

Teachers 
ATLAST Test of Force and Motion for 

Teachers  
0.51 0.28 

Teacher confidence 0.51 0.28 

Note: Calculations assumed type I error rates of 0.05 (two-sided) and a fixed-effects statistical model. See table A1 for other
 
parameters used to estimate minimum detectable effect sizes. 

ATLAST is Assessing Teacher Learning About Science Teaching. 

Source: Author’s analysis of primary data collected for the study.
 

Power estimates for final analytic sample 

Greater numbers of teachers participated in the study than anticipated during planning. The 
final analytic sample included 133 teachers providing teacher survey data and 131 teachers 
providing student data. On average, data were eligible for analysis for 40 students per teacher 
(5,251 students total with at least posttest data on the ATLAST Test of Force and Motion). 
The intraclass correlations for the student outcomes were 0.19 for the ATLAST scores and 
0.35 for the scores on the California Standards Test physical science reporting clusters (see 
table A1). 
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The estimated within-teacher R2 values were smaller than anticipated at the planning stage, 
and the between-teacher R2 values were larger than expected. The greater than expected 
number of teachers participating, combined with higher R2 values, resulted in statistical power 
gains for the overall student sample, with a minimum detectible effect size of 0.15 for the 
ATLAST and standardized test scores (see table A2). The minimum detectible effect size for 
teacher intermediate outcomes was 0.28—substantially lower than estimated during the study 
planning stage because of the larger proportion of variation explained by covariates than 
originally assumed. 

Fewer English language learner students were available for analysis than anticipated, with an 
average of 3 (rather than 10) students per classroom with valid data. For the English language 
learner subsample, the minimum detectible effect sizes were 0.28 for the ATLAST Test of 
Force and Motion and 0.27 for the standardized test scores. 

Power estimates for exploratory analyses 

The parameters listed in table A1 for the achieved sample were used to estimate minimum 
detectible effect size estimates for site-specific impacts. These estimates were based on 
11 teachers per condition at each site and made no adjustments for multiple hypothesis tests 
(table A3). The site-specific minimum detectible effect size estimates for student academic 
outcomes were 0.31–0.32 for the overall student sample, 0.56–0.60 for the English language 
learner student subsample, and 0.64 for teacher outcomes 0.64. 

Table A3. Site-specific minimum detectable effect size estimates for student and teacher 
outcome measures 

Minimum detectible effect size  
(standard deviations)  Group/measure 

All students  
ATLAST Test of Force and Motion for 

Students 
 0.32 

California Standards Test physical science  
reporting clusters 

 0.31 

English language learner students 
ATLAST Test of Force and Motion for 

Students 
 0.60 

California Standards Test physical science  
reporting clusters 

 0.56 

Teachers 
ATLAST Test of Force and Motion for 

Teachers  
 0.64 

Teacher confidence 0.64 

ATLAST is Assessing Teacher Learning About Science Teaching. 

Note: Calculations assumed 11 teachers per condition at each site, type I error rates of 0.05 (two-sided), and a fixed-effects 

statistical model. See table A1 for the other parameters used to estimate minimum detectable effect sizes.
 
Source: Author’s analysis of primary data collected for the study.
 



 

 

 

 
 

 
  

                                                 
   

  
 

 

Appendix B. Procedure for assigning blocks for 
recruited sample and final analytic sample 

The recruitment process required a random assignment design both within and between 
schools because, within each of the six research sites, there were two groups of teachers: one 
group from schools with two or more participating teachers and another group from schools 
with only one participating teacher. For schools with two or more participating teachers, the 
study team conducted the randomization within each school. Schools with only one 
participating teacher were first ranked based on 2008 school-level state test scores.8 The 
ranked list was then separated into blocks consisting of two teachers each. The first teacher in 
each block was randomly assigned to either the intervention or the control group, the second 
to the other group. This procedure was followed at each regional site (table B1). It resulted in 
two kinds of randomization blocks at each site:  

• Teacher-level blocks, each consisting of two teachers who were the only participants 
at their schools (or three teachers if there was an odd number of teachers at a site). At 
least one of these teachers was assigned to the intervention group and at least one to 
the control group. The assignment procedure generated 50 teacher-level blocks 
(48 blocks with two teachers and 2 blocks with three teachers). 

• School-level blocks, each consisting of a school that had more than one teacher 
participant. Schools had at most three participating teachers, so these blocks included 
two or three teachers. At least one of these teachers was assigned to the intervention 
group and at least one to the control group. The assignment procedure generated 
26 blocks for schools with two participating teachers and 9 blocks for schools with 
three participating teachers. 

8 In California the 2008/09 school-level mean percentages of students scoring at or above proficient on the 
grade 8 California Standards Tests of mathematics and reading was used to stratify schools. For schools at the 
Arizona site, the 2008/09 school-level mean scale scores on the grade 8 Arizona Instrument to Measure 
Standards in mathematics and reading were used. 
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Table B1. Numbers of teacher-level and school-level randomization blocks, by site 

Teacher-level blocks School-level blocks 

Number of 
blocks with two 

teachers 

Number of 
blocks with 

three teachers  
Number of blocks 
with two teachers 

Number of blocks 
with three teachers  

Total 
blocks Site 

1 5 0 8 1 14 

2 9 0 3 1 13 

3 7 0 5 2 14 

4 7 1 2 3 13 

5 13 0 2 2 17 

6 7 1 6 0 14 

Total 48 2 26 9 85 

Source: Author’s analysis of primary data collected for the study. 

By the end of the study, some blocks had changed, because of attrition, creating two 
additional situations: 

• Singletons, consisting of only one teacher because the other teachers were no longer in 
the study. 

• Blocks that still had two teachers remaining but in which both teachers were now in 
the same condition. 

These situations are problematic when the variables for “experimental condition” and “block” 
are both included in the impact analysis models. Additional blocks were created to solve this 
problem. Within each site, “orphans” (teachers who had lost their partners) were pooled into a 
new block. At two of the sites, this generated a new block with all intervention group teachers 
or all control group teachers. At those sites, all the blocks were merged to form a sitewide 
stratum (which is the same as a site dummy variable for that site). 
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Appendix D. Teacher survey responses related to 
contamination across groups 

Table D1. Teacher responses to end-of-year survey questions related to contamination 
across groups, for sample that was retained, by experimental condition 

Measure Intervention Control 

31a. To the best of your knowledge, have any teachers who did 
not participate in the WestEd Force and Motion for Teaching 
course begun to implement any aspects of that course? 

1. Yes 5.8% 6.5% 

2. No 94.2% 93.6% 

N 69 62 

31b. If yes, how many teachers? 

Mean 1.3 1.3 

SD .5 .5 

Range 1–2 1–2 

N 69 64 

Source: Author. 
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Appendix F. California content standards in physical 

science reporting clusters 
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Appendix G. Student data obtained from district 
administrative records 

Information on students obtained from district administrative records included demographic 
and test score data (table G1). 

Table G1. Student data obtained from district administrative records 

Data 	  Format or code 

 Date of birth according to district records	  Date 

Sex  F = female  
M = male  

	  Race/ethnicitya White 
Black  
Hispanic  
Asian  
American Indian 
Pacific Islander 
Other 
More than one  

2008/09 Grade 7 mathematics (California Standards 
 Test or Arizona’s Instrument to Measure Standards) 

 Three-digit scaled score 

English language proficiency classification as of 
 summer 2009 

EO = English only 
 IFEP = initially fluent English proficient 

ELL = English language learner 
 RFEP = reclassified fluent English proficient 

Fall 2009 total English, listening, and speaking scale 
scores (California English Language Development Test 

 or Arizona English Language Learner Assessment) 

Three-digit scaled score  

 

2009/10 Grade 8 science (California Standards Test or 
 Arizona Instrument to Measure Standards) 

 Three-digit scaled score 

2009/10 Grade 8 physical science (California Standards 
 Test only) 

Reporting cluster 1: Motion  
 Reporting cluster 2: Forces, Density, and Buoyancy 

 Number correct (0–8) 
 Number correct (0–13) 

a. White includes European; Black includes African American; Hispanic includes Latino and other Spanish origin; Asian 

includes Chinese, Indian, Japanese, Korean, and Vietnamese; American Indian includes Alaska Native; and Pacific Islander 

includes Filipino, Guamanian or Chamorro, Native Hawaiian, Samoan, and other Pacific Islander.
 
Source: Author. 
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Appendix H. Survey items used to measure teacher 

confidence 


A survey was conducted to measure teachers’ confidence in their ability to teach force and 
motion. Table H1 presents the results.  

Table H1. Survey items used to measure teacher confidence in ability to teach force and 
motion 

22. Please indicate how confident you are teaching the following concepts (whether or not they are currently included 
in your curriculum). (1 = not at all confident, 2 = not very confident, 3 = somewhat confident, 4 = very confident) 

22a. An object that is moving with constant speed can have a changing velocity. 


22b. An object moving at a constant speed has no overall or net force acting on it.
 

22c. The acceleration of an object is directly proportional to its net force. 


22d. An unbalanced net force can cause an object to speed up OR slow down, depending on its direction.
 

22e. The force of gravity pulls harder on heavier objects than light but makes them all free-fall with the same
 
acceleration. 


22f. Speeding up is different from going fast. 


22g. Acceleration can be speeding up, slowing down, or changing direction. 


22h. An object moving at a constant speed has no overall or net force acting on it.
 

22i. Friction is a force.
 

23. Please indicate how confident you are in your ability to conduct the following activities in class. (1 = not at all 
confident, 2 = not very confident, 3 = somewhat confident, 4 = very confident) 

23b. Teach students to collect and carefully record data. 


23e. Balance time for student hands-on activities, reading assignments, lectures, and solving problem sets. 


23f. Teach students to identify evidence or data that support an explanation. 


23g. Help students learn to provide a scientific explanation for something that has been observed.
 

23h. Foster discussions among students that help them learn science.
 

23i. Get students to use scientific terms accurately.
 

23j. Teach students to articulate clear and convincing reasons for their answers.
 

23k. Teach science to students who have limited (intermediate) English proficiency.
 

23l. Effectively initiate and guide sense-making discussion among students. 


24. To what extent do you agree or disagree with each of the following statements? (1 = strongly disagree, 

2 = disagree, 3 = agree, 4 = strongly agree, 5 = not applicable)
 

24c. Weaknesses in my knowledge about force and motion limit how well I teach the unit. 


24d. I am a good teacher of force and motion because I understand the content myself. 


24e. I know how to use the district force and motion curriculum (for example, Full Option Science System [FOSS], 

Glencoe/McGraw-Hill). 


24g. I am skilled at analyzing my students’ work to understand their thinking about force and motion.
 

24h. I know how to question students to find out what they really do and do not understand about force and motion.
 

Source: Teacher survey instrument developed by author. 
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Appendix M. Baseline equivalence of teacher 
demographics in intervention and control group 

samples 
No statistically significant differences in teacher demographic characteristics were found 
between the intervention and control groups in the full recruited sample of teachers 
(table M1), the retained teacher sample (table M2), or the sample that was not retained 
(table M3). About 60 percent of the retained teacher sample were women, almost 75 percent 
were White, and almost 90 percent were native English speakers. 

Table M1. Teacher demographic information for full teacher sample, by experimental 
condition 

Intervention group Control group 

Characteristic Number Percenta Number Percenta p-value b 

Sex .54 
Female 58 64.4 54 59.3 
Male 32 35.6 37 40.7 

Race/ethnicity .58 
White 59 65.6 62 68.1 
Black 3 3.3 4 4.4 
Hispanic 13 14.4 10 11.0 
More than one race 10 11.1 6 6.6 
Other or unknown 5 5.5 9 9.9 

English language status .51 
Entered school speaking little or no English 5 5.6 10 11.0 
Entered school speaking enough English to 

participate in some classroom interactions 0 0 0 0 
Entered school speaking enough English to 

participate in most classroom interactions 3 3.3 3 3.3 
Nonnative English speaker but entered school fully 

English proficient # # 4 4.4 
Native English speaker 79 87.8 73 80.2 
Unknown # # # # 

Home or primary language .63 
English 84 93.3 82 90.1 
Spanish # # 3 3.3 
Other or unknown 4 4.5 6 6.6 

Note: n = 90 for intervention group, n = 92 for control group. White includes European; Black includes African American; 

Hispanic includes Latino and other Spanish origin; Asian includes Chinese, Indian, Japanese, Korean, and Vietnamese; 

American Indian includes Alaska Native; and Pacific Islander includes Filipino, Guamanian or Chamorro, Native Hawaiian,
 
Samoan, and other Pacific Islander. 

# indicates values were suppressed to reduce disclosure risk.
 
a. Computed based on valid (non-missing) data. Components may not sum to 100 because of rounding. 
b. Two-tailed Fisher’s exact test for equality of proportion between intervention and control group teachers. 
Source: Author’s analysis of primary data collected for the study. 
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Table M2. Teacher demographic information for retained teacher sample, by 
experimental condition 

Intervention group Control group 

Characteristic Number Percenta Number Percenta  pb 

Sex 

Female 42 60.9 36 56.3 .60 

Male 27 39.1 28 43.8 

Race/ethnicity 

White 47 68.1 49 76.6 .51 

Hispanic 11 15.9 5 7.8 

More than one race 8 11.6 5 7.8 

Other or unknown 3 4.2 5 7.9 

English language status 

Entered school speaking little or no English 4 5.8 3 4.8 .33 

Native English speaker 62 89.9 54 85.7 

Other 3 4.2 6 9.6 

Home or primary language 

English 65 94.3 61 95.3 .85 

Other or unknown 4 5.6 3 4.7 

Note: n = 69 for intervention group, n = 64 for control group. White includes European; Black includes African American; 
Hispanic includes Latino and other Spanish origin; Asian includes Chinese, Indian, Japanese, Korean, and Vietnamese; 
American Indian includes Alaska Native; and Pacific Islander includes Filipino, Guamanian or Chamorro, Native Hawaiian, 
Samoan, and other Pacific Islander. 
a. Computed based on valid (non-missing) data. Components may not sum to 100 because of rounding. 
b. Two-tailed Fisher’s exact test for equality of proportion between intervention and control group teachers. 
Source: Author’s analysis of primary data collected for the study. 
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Table M3. Teacher demographic information for not retained teacher sample, by 
experimental condition 

Intervention group Control group 

Characteristic Number Percenta Number Percenta  pb 

Sex 

Female 16 76.2 18 66.7 .54 

Male 5 23.8 9 33.3 

Race/ethnicity 

White 12 57.1 13 48.1 .61 

Black # # 3 11.1 

Hispanic # # 5 18.5 

Asian # # 3 11.1 

Other or unknown 4 19.0 3 11.1 

English language status 

Native English speaker 17 81.0 19 70.4 

Entered school speaking little or no English # # 7 25.9 .11 

Other 3 14.3 1 3.7 

Home or primary language 

English 19 90.5 21 77.8 .59 

Other # # 6 22.2 

Note: n = 21 for intervention group, n = 27 for control group. White includes European; Black includes African American; 

Hispanic includes Latino and other Spanish origin; Asian includes Chinese, Indian, Japanese, Korean, and Vietnamese; 

American Indian includes Alaska Native; and Pacific Islander includes Filipino, Guamanian or Chamorro, Native Hawaiian,
 
Samoan, and other Pacific Islander.
 
# indicates values were suppressed to reduce disclosure risk.
 
a. Computed based on valid (non-missing) data. Components may not sum to 100 because of rounding. 
b. Two-tailed Fisher’s exact test for equality of proportion between intervention and control group teachers. 
Source: Author’s analysis of primary data collected for the study. 

Analyses to determine whether the groups were equivalent at baseline with respect to teacher 
education, training, and experience indicated that no more differences between intervention 
and control groups were detected within the recruited (table M4), retained (table M5), or not 
retained (table M6) samples than would have been expected based on chance. The only 
comparison for which a significant difference was detected was for retained teachers in the 
number of semesters of postsecondary classes taken in science (table M4): control group 
teachers took more such classes than intervention group teachers. Most participants were 
experienced teachers, averaging about 11 years of teaching experience, 9 years of experience 
teaching science, 6 years of experience teaching force and motion, and more than 8 years of 
experience teaching English language learners for all samples. 
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Table M4. Teacher education, training, and experience at baseline for full recruited 
teacher sample, by experimental condition  

(percent of sample)  

 Measure 
Intervention 

group 
 Control 

group Difference 
a p-value  

Teacher education 

Type of teaching certification 

Permanent or standard  76.7 75.8 0.9 ≥.99 

Cross-cultural or l anguage development  (for  
example, Crosscultural, Language, and Academic  
Development [CLAD])  33.3 38.5 –5.2 .54 

Subject area/level of teaching certification 

Science 72.2 70.3 1.9 .87 

Multiple subject 37.8 31.9 5.9 .44 

Bachelor’s degree in science 58.9 62.6 –3.7 .65 

Number of semesters of postsecondary classes taken 

Science  .23 

0–2  26.7 27.5 

3–4  40.0 28.6 

5 or more  33.3 44.0 

Methods of teaching science .33 

0–2  82.2 87.9 

3–4  13.3 6.6 

5 or more  4.4 5.5 

Teaching English language learners .68 

0–2  85.6 87.9 

3 or more 14.6 12.1 

Hours of pr ofessional development in last three years  
focused  on force and motion 

Mean 17.2 13.8 3.3 .14 

Standard deviation 27.7 30.3 

n 89 91 

Teaching experience 

Years as a teacher 

Mean 11.4 11.1 0.3 .63 

Standard deviation 8.4 9.1 

n 90 91 

Years teaching science 

Mean 9.0 9.2 –0.2 .85 

Standard deviation 6.9 8.0 

n 90 91 

Years teaching force and motion 
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 Measure 
Intervention 

group 
 Control 

group Difference 
a p-value  

 Mean 6.0 6.6 –0.6 .79 

Standard deviation  4.9  6.3 

n 90  91 

Years teaching English language learners 

 Mean 9.6 8.5 1.0 .24 

Standard deviation  6.8  6.8 

n 90  91 

  

     

     

      

    

    

   

     

    

     

    

    

    

     

    

    

     

     

    

     

     

    

    

     

a. p-value for quantitative data determined through Monte Carlo  estimation of exact Wilcoxon rank sum test. P-value for 

categorical data determined through two-tailed Fisher’s exact test. 

Source: Author’s analysis of primary data collected for the study. 
 

Table M5. Teacher education, training, and experience at baseline for retained teacher 
sample, by experimental condition 

Intervention 
group 

Control  
groupMeasure Difference p-valuea 

Teacher education 

Type of teaching certification 

Permanent or standard 84.1 79.7 4.4 .65 

Cross-cultural or l anguage development  (for  
example, Crosscultural, Language, and Academic  
Development [CLAD])  27.5 32.8 –5.3 .57 

Subject area/level of teaching certification 

Science 71.0 71.9 -0.9 ≥.99 

Multiple subject 34.8 28.1 6.7 .46 

Bachelor’s degree in science 59.4 67.2 –7.8 .37 

Number of semesters of postsecondary classes taken 

Science 

0–2  26.1 28.1 -2.0 .03 

3–4  42.0 21.9 20.1* 

5 or more  31.9 50.0 -18.1 

Methods of teaching science 

0–2  84.1 85.9 .71 

3 or more  16.0 14.1 

Teaching English language learners 

0–2  85.5 89.1 .79 

3 or more 14.5 11.0 

Hours of professional  development in last three years 
focused on force and motion  

Mean 16.5 15.0 1.5 .27 

Standard deviation 26.4 33.8 
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Intervention 
group 

Control  
groupMeasure Difference p-valuea 

n 68 64 

Teaching experience 

Years as a teacher 

Mean 11.6 11.2 0.4 .79 

Standard deviation 8.6 8.5 

n 69 64 

Years teaching science 

Mean 9.3 9.3 –0.1 .93 

Standard deviation 7.0 7.5 

n 69 64 

Years teaching force and motion 

Mean 5.8 6.9 –1.2 .43 

Standard deviation 4.6 6.2 

n 69 64 

Years teaching English language learners 

Mean 10.1 8.7 1.4 .22 

Standard deviation 7.0 6.5 

n 69 64 
*Significantly different from zer o at the .05 level, two-tailed test.  
a. p-value for quantitative data determined through Monte Carlo  estimation of exact Wilcoxon rank sum test. P-value for 

categorical data determined through two-tailed Fisher’s exact test.  

Source: Author’s analysis of primary data collected for the study. 
 

Table M6. Teacher education, training, and experience at baseline for not retained 
teacher sample, by experimental condition  

Intervention 
group 

Control  
groupMeasure Difference p-valuea 

Teacher education 

Type of teaching certification 

Permanent or standard 52.4 66.7 –14.3 .38 

Cross-cultural or l anguage development  (for  
example, Crosscultural, Language, and Academic  
Development [CLAD])  52.4 51.9 0.5 ≥.99 

Subject area/level of teaching certification 

Science 76.2 66.7 9.5 .54 

Multiple subject 47.6 40.7 6.9 .77 

Bachelor’s degree in science 57.1 51.9 5.2 .78 

Number of semesters of postsecondary classes taken 

Science 

0–2  28.6 25.9 0.7 .76 

3–4  33.3 44.4 -11.1 

5 or more  38.1 29.6 8.5 

Methods of teaching science 
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 Measure 
Intervention 

group 
 Control 

group Difference 
a p-value  

0–2   76.2  92.6  –16.4  .25 

3–4   19.1  3.7  15.4 

5 or more   4.8  3.7  1.1 

 Teaching English language learners 

0–2   85.7  85.2  0.5  .86 

3–4   14.3  11.1  3.2 

5 or more   0.0  3.7  –3.7 

     

    

    

    

     

    
  

   

  

     
  

   

  

    
  

   

  

     
  

   

  

 

 

Hours of pr ofessional development in last three years  
focused  on force and motion 

Mean 19.2 11.0 8.2 .32 

Standard deviation 32.0 19.7 

n 21 27 

Teaching experience 

Years as a teacher 

Mean 10.8 10.9 –0.1 .77 

Standard deviation 7.9 10.5 

n 21 27 

Years teaching science 

Mean 8.2 8.7 –0.5 .85 

Standard deviation 6.8 9.1 

n 21 27 

Years teaching force and motion 

Mean 6.6 5.7 0.9 .76 

Standard deviation 6.2 6.6 

n 21 27 

Years teaching English language learners 

Mean 7.8 8.2 –0.4 .96 

Standard deviation 6.1 7.7 

n 21 27 

a. p-value for quantitative data determined through Monte Carlo estimation of exact Wilcoxon rank sum test. P-value for 

categorical data determined through two-tailed Fisher’s exact test. 

Source: Author’s analysis of primary data collected for the study.
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Appendix N. Class selection worksheet 

The student sample was determined at the class level through random selection of two grade 8 
physical science classes per teacher. All physical science classes were considered eligible 
except those that included only special education students. The classes were selected using a 
class selection worksheet developed for this purpose (table N1). The worksheet led teachers 
through a process of identifying and numbering their eligible grade 8 science classes and then 
determining in which of those classes to collect data. The key to randomizing each teacher’s 
classes was a random number selection table that was unique to each teacher. These tables 
were created using randomly generated numbers and then merged into the worksheets, so that 
no two teachers received the same  class selection criteria. If a teacher taught only one or two 
eligible class sections, student data were collected from those sections. For teachers who 
taught three grade 8 science classes, the table provided two random numbers between one and 
three; for teachers who taught four eligible classes, the table provided two random numbers 
between one and four; and so forth. The table was included in each teacher’s student data 
packet.  

Table N1. Example of personal random number selection table included in each 
teacher’s class selection worksheet 

If your number of eligible classes is Then the classes you collect data in are 

1 Your one eligible science class. 

2 Both of your eligible science classes. 

3 Your first and third eligible science classes. 

4 Your second and third eligible science classes. 

5 Your fourth and fifth eligible science classes. 

6 Your first and second eligible science classes. 

Note: All grade 8 physical science classes were eligible except those comprising only special education students. 
Source: Class selection worksheet developed by author. 
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Appendix O. Sensitivity analysis for nesting of students 

within teachers or classes within teachers 

More than 90 percent of teachers submitted two class sets of student data. To determine 
whether it was necessary to nest students within classes within teachers in the student models 
or whether it was sufficient to nest students within teachers, the study team examined the 
sensitivity of impact estimates to these alternatives (table O1). There were no differences 
between impact estimates in models in which students were nested only within teachers and 
models in which students were nested within both teachers and classes within teachers. 

Table O1. Sensitivity of student impact estimates to alternative model specification: 
nesting of students within teachers versus nesting of students within classes within 
teachers 

Adjusted mean  
(standard deviation) Unweighted 

Student 
(teacher)  
sample  

size  
Intervention 

group 
Control 
group 

Difference  
(standard 

error)  
Confidence  

interval  
Effect  
size  Covariate p-value 

ATLAST Test of Force and Motion 

Students within teacher 
52.4 

(19.8) 
50.3 

(19.3) 
2.1 

(1.0) 
.04 0.4–3.7 0.11 5,130 

(127) 

Students within  class within 
teacher  

52.3  
(19.8)  

50.2  
(19.3)  

2.0  
(1.0)  

.04 0.4–3.7 0.11 5,130  
(127) 

California Standards Test physical science reporting clusters 

Students within teacher 
71.0 

(19.4) 
70.4 

(19.4) 
0.5 

(1.1) 
.62 –1.3 to 2.4 0.03 3,768 

(96) 

Students within  class within 
teacher  

70.9  
(19.4)  

70.4  
(19.4)  

0.4  
(1.1)  

.69 –1.4 to 2.3 0.02 3,768  
(96) 

ATLAST is Assessing Teacher Learning About Science Teaching. 

Note: All models were estimated with student sample with valid non-missing posttest data. Data were adjusted using 

multilevel regression models to account for differences in baseline and study design characteristics. Effect sizes were
 
calculated by dividing impact estimates by the unadjusted control group standard deviation of the outcome variable. Model 

used full set of covariates: 

Student demographic characteristics: sex (male, female); English language learner status (English language learner, fluent
 
English proficient); and race/ethnicity (White, Hispanic, Black, Asian, Other).
 
Student pretest measure of outcome variable (ATLAST Test of Force and Motion pretest; standardized grade 7 mathematics
 
scale scores from 2008/09 in lieu of California Standards Test pretest). 

Teacher (random intercept).
 
Teacher pretest measure of content knowledge (ATLAST Test of Force and Motion pretest of force and motion). 

Teacher teaching experience, based on ordinal five-level scale: beginning (0–2 years), high beginning (3–4 years), 

middle (5–7 years), high middle (8–10 years), and veteran (11 or more years). 

Teacher undergraduate degree (science, not science). 

Treatment group (intervention, control). 

Site-by-treatment interaction.
 
Teacher randomization stratum. 

Missing-value indicators. 

Source: Author’s analysis of primary data collected for the study.
 



 

 

Appendix P. Impact estimation methods 
The primary student-level model is a hierarchical linear model for a continuous outcome:  
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where subscript i denotes the student stratum, j denotes the teacher stratum, and k denotes the 
randomization stratum, and all variables other than the pretests are dummy variables 
(table P1).  

Table P1. Variables included in hierarchical linear models for student-level outcomes 

P-1 


Variable Term Description 

Outcome variable  

Pretest 

Teacher randomization 	
stratum 	 

Treatment group of teacher 

Site-by-treatment 	 
interaction 	

 Student sex 

Student English language  
learner status  

Student race/ethnicity 

Post 	 

 Pre	 

M r
k  

Tx 	 

Sr
kTx jk  

Sexijk, 	 

ELijk,  

 Rijk,	 

Posttest measure of outcome variable.  

Baseline or pretest measure of outcome variable (for teachers, 
 ATLAST and baseline confidence in teaching force and motion from 

teacher survey ratings; for students, baseline for 2009/10 California 
 Standards Test physical science reporting clusters is standardized 

 grade 7 mathematics scale scores from 2008/09). 

Dichotomous variables for being  in stratum  r, r = 1, …,  M, where M  
represents the number of blocks. The coefficients to these variables 
are the estimated differences between mean outcome for that stratum  
and the mean for all blocks. The sum of the coefficients was  
constrained to  sum to zero. 

 Dichotomous variable indicating whether the student’s teacher was 
assigned to the intervention condition. 

Dichotomous variable for whether a given teacher jk was both treated  
and in site r = 1, …, S, with  S being the number of sites. The sum of 
the coefficients was constrained to sum to zero. 

Dichotomous variable (1 indicates female, 0 indicates male). 

Dichotomous variable (1 indicates English language learner, 0  
indicates fluent English proficient).  

Set of dichotomous variables for White, Hispanic, Black, Asian, and 
 Other. 



  

 

  

  

  

 

 

 

 

 
 

 

Variable Term Description 

Teacher pretest TeachKnow Baseline or pretest measure of teacher’s content knowledge  
(ATLAST test score). 

Teacher sex TeachSex Dichotomous variable (1 indicates female, 0 indicates male). 

Teacher Bachelor’s degree Bach Dichotomous variable (1 indicates undergraduate degree in science, 0 
indicates no undergraduate degree in science).  

Teaching experience TeachExp Control variable for years of teaching experience, based on ordinal, 
five-level scale: beginning (0–2 years), high  beginning (3–4 years), 
middle (5–7 years), high middle (8–10 years), and  veteran  (11 or  
more years). 

Missing-value indicators MissX Variable for measure X is missing. One set of indicators for each 
measure with any missing values.  

Teacher τjk Random intercept for teacher, assumed to be normally distributed 
with zero mean and variance to be estimated from data. 

Error ε Error term for individual students. 

ATLAST is Assessing Teacher Learning About Science Teaching. 
Source: Author. 

To assess the overall impact of the intervention on all students and on English language 
learner students, model 1 was estimated on both samples. For each population, this model was 
estimated twice, once for the results of the ATLAST Test of Force and Motion and once for 
the results of the 2009/10 California Standards Test physical science reporting clusters. The 
random effect (intercept) of teacher is captured by τjk, which accounts for the positive 
intraclass correlations in the data. 

The primary model for teacher-level outcomes is: 
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 rβM Mk
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r=1 

βTSTeachSex jk + βbach Bach jk + βMbach MissBach jk +ε jk 
(P2) 

where subscripts i denotes student, j denotes teacher, and k denotes randomization stratum, 
and all variables other than the pretests are dummy variables (see description of variables in 
teacher-level models in table P2).  
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Table P2. Variables included in hierarchical linear models for teacher-level outcomes 

Variable Term Description 

 Outcome variable 

Pretest 

Teacher randomization 	
 stratum	 

Treatment group of teacher 

 Site-by-treatment	 
interaction 	

Teacher sex 

Teacher Bachelor’s degree 
in science 	

Teaching experience  

 Teacher initial confidence 

Missing-value indicators  

 Student academic ability 

Error 

Post 	 

Pre	

M r 
k  

Tx 	

Sk
rTx jk  

TeachSex 	 

 Bach	 

TeachExp 	 

PreConf 	

MissX 	 

 Abl	 

ε	  

 Posttest measure of outcome variable. 

Baseline or pretest measure of outcome variable (ATLAST  Test of  
Force and Motion for teachers and baseline confidence in  teaching 
force and motion from teacher survey ratings). 

    Dichotomous variables for being in stratum r, r = 1, …, M, where M
represents the number of blocks. The coefficients to these variables are 
the estimated differences between mean outcome for that stratum and 
the mean for all blocks. The sum of the coefficients was constrained to 
sum to zero. 

Dichotomous variable indicating whether the teacher was assigned to  
the intervention condition (T indicates treatment group; C indicates 
control group).  

 Dichotomous variable for whether a given teacher jk was both treated 
  and in site r = 1,…, S, with S being the number of sites. The sum of the 

coefficients was constrained to sum to zero. 

Dichotomous variable (1 indicates female, 0 indicates male). 

Dichotomous variable (1 indicates undergraduate degree in science, 0 
 indicates no undergraduate degree in science) 

Control variable for years of teaching experience, based on five-level 
scale: beginning  (0–2 years), high  beginning (3–4 years), middle (5–7  
years), high middle (8–10 years), and veteran (11 or more years).  

 Measured by teacher surveys (included as covariate in analysis of 
 ATLAST test scores). 

Indicates whether measure X  is missing. One set of indicators for each 
measure with at least one missing value.  

 Teacher-aggregated student grade 7 scores on 2008/09 standardized 
test in mathematics. 

Error term for individual teachers. 

ATLAST is Assessing Teacher Learning About Science Teaching. 
Source: Author’s summary. 

The coefficient of primary interest is βTx, the treatment effect. Fixed effects included in both 
student- and teacher-level models include baseline (pretest) measure of each outcome 
variable, randomization stratum of the teacher, site-by-treatment interaction, experimental 
condition of the teacher, and a teacher covariate for years of teaching experience.  

In models of both student- and teacher-level outcomes, the coefficients for stratum, site-by
treatment, and teaching experience terms are each constrained to sum to zero. Because the 
sum of the coefficients to the site-by-treatment interaction terms is constrained to be zero, this 
impact estimate is the simple unweighted average of the impacts estimated for all six sites; the 
standard error is the variance of this parameter. This constraint on the interaction is equivalent 
to estimating six site treatment effects and computing the pooled estimate and variance from a 
simple mean contrast of those six estimates (Dynarski et al. 2004).  
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Appendix Q. Missing item–level data 
Table Q1. Missing item–level data for student and teacher outcome measures 

Total sample Intervention group Control group Percentage
difference between 

groups Outcome measure Number Percent Number Percent Number Percent p-valuea 

ATLAST Test of Force and Motion for Students 

Pretest 

Students without missing items 4,901 92.4 2,477 91.9 2,424 92.9 0.5 .92 

Students missing 1–3 items 226 4.2 115 4.3 111 4.2 

Students missing 4–26 items 24 0.4 19 0.7 5 0.2 

Students missing all 27 items 154 2.9 84 3.1 70 2.7 

Students with any missing items 404 7.5 218 8.1 186 7.1 

Posttest  

Students without missing items 4,905 92.5 2,487 92.3 2,418 92.6 0.3 .91 

Students missing 1–3 items 195 3.7 99 3.7 96 3.7 

Students missing 4–26 items 21 0.4 5 0.2 16 0.6 

Students missing all 27 items 184 3.5 104 3.9 80 3.1 

Students with any missing items 400 7.6 208 7.7 192 7.4 

ATLAST Test of Force and Motion for Teachers 

Preintervention 

Number of missing items (range) 0–1 0–1 0–1 

Number of teachers with missing items 6 4.5 4 5.8 # # 2.7 .85 

Postinstruction 

Number of missing items (range) 0–1 0–1 0–1 

Number of teachers with missing items 8 0.1 # # # # 6.5 .73 

Teacher confidence in ability to teach force and 
motion (23-item scale)   

Preintervention 

Number of missing items (range) 0–5 0–2 0–5 
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Outcome measure 

Total sample Intervention group Control group Percentage 
difference between 

groups 

 

p-valuea Number Percent Number Percent Number Percent 

Number of teachers with missing items 9 5.0 5 5.6 4 4.4 1.2 .89 

Postinstruction 

Number of missing items (range) 0–1  0–1  0–1  

Number of teachers with missing items 6 4.5 # # # # 6.4 .69 

Note. ATLAST is Assessing Teacher Learning About Science Teaching.  
# indicates data values suppressed to reduce disclosure risk.  
a. Test for equality of proportion between intervention and control group teachers. 
Source: Author’s analysis of primary data collected for the study. 



 

 

 

 

 

  

  

Appendix R. Schedule and content goals of Making Sense 
of SCIENCETM professional development course on force 

and motion 
The 24-hour Making Sense of SCIENCETM teacher course on force and motion was taught over 
five days (table R1). 

Table R1. Schedule for five-day Making Sense of SCIENCETM course on force and motion  

Day Morning (3 hours) Afternoon (3 hours) 

1 Session 1, Part 1 
Science investigation 

Session 1, Part 2 
Literacy analysis  
Case discussion 
Lesson planning  

2 Session 2 
Science investigation 
Literacy analysis  

Session 3, Part 1 
Science investigation 
Literacy analysis  

3 Session 3, Part 2 
Case discussion 
Lesson planning  

No session 

4 Session 4, Part 1 
Science investigation 
Literacy analysis  

Session 4, Part 2 
Case discussion 
Lesson planning  

5 Session 5 
Science investigation 

No session 

Source: Draft schedule developed for and subsequently published in final form in: Daehler, K. R., Shinohara, M., and Folsom, J. 
(2011). Making Sense of SCIENCETM: Force and motion for teachers of grades 6–8. San Francisco, CA: WestEd. 

Each course session addressed particular science content and literacy goals (table R2). 

R-1 




 

 

 

 

 

  
 
  
  

  
 
 

 

 

 

 
  
 

 

 

 

 
  
 

 
  

  

 

 
  
  
 

 
 

 

Table R2. Content of Making Sense of SCIENCETM course on force and motion, by session  

Session/topic Goals 

1: Motion • Learn what this professional development course is about and how it is 
organized. 

• Interpret and represent motion using numbers, difference tables, number lines, 
calculations, illustrations, and graphs. 

• Differentiate between negative velocity and negative position. 
• Explore common ideas that students and teachers have about velocity and speed. 
• Consider how best to help students understand velocity. 
• Recognize the complexities and demands of science reading. 

2: Changes in 
motion 

• Understand acceleration. 
• Differentiate between negative acceleration and slowing down. 
• Explore common ideas that students and teachers have about acceleration and 

speed. 
• Consider how best to help students navigate the various languages and 

representations of acceleration, while steering clear of overly complex examples. 
• Examine strategies that support reading in science. 

3: Acceleration 
and force 

• Investigate how acceleration is affected by force. 
• Interpret events involving balanced and unbalanced forces. 
• Explore common ideas that students and teachers have about how things move 

and how forces act over time. 
• Figure out ways to help students think about the effects of forces over time (for 

example, constant versus impulse forces) and understand the role of initial 
motion. 

• Identify the challenges and supports of reading data. 

4: Force • Understand force as an interaction between objects. 
• Use arrows to represent forces and combinations of forces. 
• Recognize that an object slowing down due to friction is an example of a net 

force acting opposite the direction of motion. 
• Explore common ideas that students and teachers have about forces, especially 

friction. 
• Evaluate the utility of including “interaction” in the definition of force. 

5: Acceleration 
and mass 

• Understand how acceleration is affected by mass (and force). 
• Differentiate between mass and weight. 
• Explain how and why things fall the way they do on Earth. 
• Develop a one-year plan for teaching students to become better readers of 

science. 
• Reflect on and celebrate what individuals have learned about science, literacy, 

and the practice of teaching. 

Source: Draft content developed for and subsequently published in final form in: Daehler, K. R., Shinohara, M., and Folsom, J. 
(2011). Making Sense of SCIENCETM: Force and motion for teachers of grades 6–8.. San Francisco, CA: WestEd. 
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Appendix S. Sensitivity analyses based on different 
models and analytic samples 

To examine the robustness of the findings, the study team determined the sensitivity of findings 
to models estimated with different combinations of covariates and different analytic samples. 
Because teachers were randomly assigned to the intervention condition, the inclusion of 
covariates in the impact analysis model should theoretically have consequences only for the 
precision of the impact estimate, not for the point estimate itself. Changes in point estimates 
could arise from the inclusion of different sets of covariates because of baseline differences in 
characteristics across intervention and control groups. Differences in baseline characteristics, in 
turn, could reflect chance differences between groups at randomization or selective attrition after 
randomization. 

Student outcomes 

Impact analyses estimated primary student outcomes based on regression models that included 
different combinations of covariates (table S1) and analytic samples (table S2).  

Influence of student-level covariates 

Covariates were varied in three regression models:  

• Basic model: Included no covariates beyond blocks dummy indicators, site × treatment 
interaction, and treatment condition. 

• Basic plus pretest model: Included the variables in the basic model plus baseline test 
score and an indicator variable for missing data on the baseline student measure. 

• All covariates: Included all of the above terms plus the student-level and teacher-level 
covariates described in chapter 2 and indicator variables for missing data on each 
applicable covariate. 

All models were estimated for the student sample with valid non-missing posttests (n = 5, 130). 
Controlling for covariates did not significantly change estimates of impact on student outcomes. 
Estimates of impact on student scores on the ATLAST Test of Force and Motion or the 
California Standards Test physical science reporting clusters were not significant and varied little 
when covariates were included in the models.  

Influence of analytic student sample 

Treatment effects were estimated for three models involving different subsets of the student data: 

• Complete cases: Student sample with valid non-missing pretest and posttest and complete 
data for all covariates (n = 4,612). 

• Pretest and posttest: Student sample with valid non-missing pretest and posttest and 
missing covariate values replaced with the average of non-missing values (n = 4,967). 

• Posttest: Student sample with valid, non-missing posttest and missing pretest and 
covariate values replaced with average of non-missing values (n = 5,130). 
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All models were estimated with the full set of covariates. Estimates of impacts for different 
analytic samples did not significantly change the student outcomes, which were not significant 
and varied little for different analytic samples. 

Table S1. Sensitivity of student impact estimates to alternative model specifications 

Adjusted mean 
Intervention

Group  
(standard 
deviation)  

 Control   
group  

(standard 
deviation)  

Statistical  
significance 

after 
correctiona  

Student  
sample 

size  
Difference  

(standard error)
Unadjusted 

 p-value  
Effect 
size  Measure/model 

ATLAST Test of Force and 
Motion for students (percent  
correct) 

Basic modelb 52.3 

(19.8) 

49.9 

(19.3) 

2.4 

(1.5) 
.10 No 0.13 

5,130 
(127) 

Basic model plus pretestc 52.4 

(19.8) 

50.0 

(19.3) 

2.4 

(1.1) 
.03 No 0.12 

5,130 
(127) 

All covariatesd 52.4 

(19.8) 

50.3 

(19.3) 

2.1 

(1.0) 
.04 No 0.11 

5,130 
(127) 

California Standards Test 
physical science reporting 
clusters  

Basic modelb 71.0 

(19.4) 

70.2 

(19.4) 

0.8 

(1.5) 
.61 No 0.04 

3,768 
(96) 

Basic model plus pretestc 71.0 

(19.4) 

70.3 

(19.4) 

0.7 

(1.1) 
.55 No 0.03 

3,768 
(96) 

	  All covariatesd  71.0 

 (19.4) 

 70.4 

(19.4) 

 0.5	 

(1.1)	 
.62 No  0.03

3,768 
 (96) 

ATLAST is Assessing Teacher Learning About Science Teaching. 
Notes: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study 
design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted control group standard 
deviation of the outcome variable. 
a. Benjamini-Hochberg correction used to adjust for multiple comparisons of two outcomes. 
b. No covariates except for block dummy indicators, treatment, and site-by-treatment interaction. 
c. Basic model plus pretest as an additional covariate. 
d. All covariates: 

•	 Student demographic characteristics: sex (male, female), English language learner status (English language learner, fluent 
English proficient), and race/ethnicity (White, Hispanic, Black, Asian, Other). 

•	 Student pretest measure of outcome variable (ATLAST Test of Force and Motion pretest; standardized grade 7
 
mathematics scale scores from 2008/09 in lieu of California Standards Test pretest). 


•	 Teacher (random intercept). 
•	 Teacher pretest measure of content knowledge (ATLAST Test of Force and Motion pretest of force and motion). 
•	 Teacher teaching experience, based on five-level scale: beginning (0–2 years), high beginning (3–4 years), middle (5–7 


years), high middle (8–10 years), and veteran (11 or more years). 

•	 Teacher undergraduate degree (science, not science). 
•	 Treatment group (intervention, control). 
•	 Site-by-treatment interaction. 
•	 Teacher randomization stratum. 
• Missing-value indicators. 

Source: Author’s analysis of primary data collected for the study. 
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Table S2. Sensitivity of student impact estimates to different student samples  

Adjusted mean 
Intervention 

Group  
(standard 
deviation)  

Control   
group  

(standard 
deviation)  

Statistical  
significance 

after 
correctiona  

Student  
sample 

size  
Difference  

(standard error)
Unadjusted 

 p-value  
Effect 
size  Measure/sample 

ATLAST Test of Force and 
Motion for students (percent  
correct) 

Complete casesb 52.5 

(19.7) 

50.8 

(19.4) 

1.7 

(1.0) 
.09 No 0.09 

4,612 
(121) 

Pretest and posttestc 52.5 

(19.8) 

50.4 

(19.4) 

2.1 

(1.0) 
.04 No 0.11 

4,967 
(127) 

Posttestd 52.4 

(19.8) 

50.3 

(19.3) 

2.1 

(1.0) 
.04 No 0.11 

5,130 
(127) 

California Standards Test 
physical science reporting 
clusters  

Complete casesb 71.5 

(19.0) 

71.0 

(19.1) 

0.5 

(1.0) 
.69 No 0.02 

3,273 
(96) 

Pretest and posttestc 71.5 

(19.0) 

70.9 

(19.2) 

0.6 

(1.1) 
.63 No 0.03 

3,341 
(96) 

	  Posttestd
 71.0 

 (19.4) 

 70.4 

 (19.4) 

 0.5 

 (1.1) .62 No  0.03
3,768 

 (96) 
ATLAST is Assessing Teacher Learning About Science Teaching. 
Notes: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study 
design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted control group standard 
deviation of the outcome variable. 
Note: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study 
design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted control group standard 

deviation of the outcome variable. 

a. Benjamini-Hochberg correction used to adjust for multiple comparisons of two outcomes.
 
b. Student sample with valid non-missing pretest and posttest and complete data for all covariates. 

c. Student sample with valid non-missing pretest and posttest and missing covariate values replaced with the average of non-

missing values. 

d. Student sample with valid non-missing posttest and missing pretest and covariate values replaced with the average of non-

missing values. 

All models were estimated with the full set of all covariates:
 

•	 Student demographic characteristics: sex (male, female), English language learner status (English language learner, fluent 
English proficient), and race/ethnicity (White, Hispanic, Black, Asian, Other). 

•	 Student pretest measure of outcome variable (ATLAST Test of Force and Motion pretest; standardized grade 7
 
mathematics scale scores from 2008/09 in lieu of California Standards Test pretest). 


•	 Teacher (random intercept). 
•	 Teacher pretest measure of content knowledge (ATLAST Test of Force and Motion pretest of force and motion). 
•	 Teacher teaching experience, based on five-level scale: beginning (0–2 years), high beginning (3–4 years), middle (5–7 


years), high middle (8–10 years), and veteran (11 or more years). 

•	 Teacher undergraduate degree (science, not science). 
•	 Treatment group (intervention, control). 
•	 Site-by-treatment interaction. 
•	 Teacher randomization stratum. 
• Missing-value indicators. 

Source: Author’s analysis of primary data collected for the study. 
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Teacher outcomes 

The sensitivity of intervention effects on teacher outcomes was analyzed based on regression 
models that included varying combinations of covariates (table S3) and different analytic 
samples (table S4).  

Table S3. Sensitivity of teacher impact estimates to different model specifications 

Adjusted mean 
Intervention

Group  
(standard 
deviation)  

Control   
group  

(standard 
deviation)  

Statistical  
significance 

after 
correctiona  

Difference  
(standard error)

Unadjusted 
p-value  Measure/model Effect size 

ATLAST Test of Force and 
Motion for Teachers (percent 
correct) 

Basic modelb 66.8 

(19.2) 

57.0 

(16.0) 

9.8** 

(3.1) 
<.01 Yes 0.61 

Basic model plus pretestc 65.3 

(19.2) 

59.2 

(16.0) 

6.1* 

(2.2) 
<.01 Yes 0.38 

All covariatesd 65.3 

(19.2) 

59.2 

(16.0) 

6.2* 

(2.2) 
<.01 Yes 0.38 

Confidence in ability to teach 
force and motion 

Basic modelb 2.7 

(0.3) 

2.5 

(0.4) 

0.2** 

(0.06) 
<.01 Yes 0.46 

Basic model plus pretestc 2.7 

(0.3) 

2.5 

(0.4) 

0.2** 

(0.04) 
<.01 Yes 0.48 

	  All covariatesd  2.7 

 (0.3) 

 2.5 

(0.4) 

 0.2** 

(0.04) 
<.01 Yes  0.49

ATLAST is Assessing Teacher Learning About Science Teaching. 
Notes: All models were estimated with teacher sample (n = 133) with valid non-missing posttest data. Data were adjusted using 
multilevel regression models to account for differences in baseline characteristics and study design characteristics. Effect sizes 
were calculated by dividing impact estimates by the unadjusted control group standard deviation of the outcome variable. 
*Significantly different from zero at the 0.05 level, two-tailed test. **Significantly different from zero at the 0.01 level, 
two-tailed test. 
a. Benjamini-Hochberg correction used to adjust for multiple comparisons of two outcomes. 
b. No covariates except for block dummy indicators, treatment, and site-by-treatment interaction. 
c. Basic model plus pretest as an additional covariate. 
d. All covariates: 

•	 Teacher sex (male, female). 
•	 Teacher pretest measure of outcome variable (ATLAST Test of Force and Motion pretest of force and motion). 
•	 Teacher baseline confidence in teaching force and motion (teacher survey ratings). 
•	 Teacher teaching experience, based on five-level scale: beginning (0–2 years), high beginning (3–4 years), middle (5–7 

years), high middle (8–10 years), and veteran (11 or more years). 
•	 Teacher undergraduate degree (science, not science). 
•	 Treatment group (intervention, control). 
•	 Student academic ability (teacher-aggregated student grade 7 scores on 2008/09 standardized test in mathematics). 
•	 Site-by-treatment group interaction. 
•	 Teacher randomization stratum. 
• Missing-value indicators. 

Source: Author’s analysis of primary data collected for the study. 
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Table S4. Sensitivity of teacher impact estimates to different teacher samples  

Adjusted mean 
Intervention

Group  
(standard 
deviation)  

 Control   
group  

(standard 
deviation)  

Statistical  
significance 

after 
correctiona  

Student  
sample 

size  
Difference  

(standard error)
Unadjusted 

 p-value  
Effect 
size  Measure/sample 

ATLAST Test of Force and 
Motion for students (percent  
correct) 

Complete casesb 65.3 

(19.3) 

59.1 

(16.1) 

6.2* 

(2.2) 
<.01 Yes 0.38 131 

Pretest and posttestc 65.2 

(19.3) 

59.0 

(16.0) 

6.2* 

(2.2) 
<.01 Yes 0.38 132 

Posttestd 65.3 

(19.3) 

59.2 

(16.1) 

6.2* 

(2.2) 
<.01 Yes 0.38 133 

Confidence in  ability to teach 
force and motion  

Complete casesb 2.7 

(0.3) 

2.5 

(0.4) 

0.2** 

(0.04) 
<.01 Yes 0.49 131 

Pretest and posttestc 2.7 

(0.3) 

2.5 

(0.4) 

0.2** 

(0.04) 
<.01 Yes 0.49 132 

	  Posttestd  2.7 

 (0.3) 

 2.5 

(0.4) 

 0.2** 

(0.04) 
<.01 Yes  0.49  133

ATLAST is Assessing Teacher Learning About Science Teaching. 

Note: Data were adjusted using multilevel regression models to account for differences in baseline characteristics and study
 
design characteristics. Effect sizes were calculated by dividing impact estimates by the unadjusted control group standard 

deviation of the outcome variable. 

*Significantly different from zero at the 0.05 level, two-tailed test. **Significantly different from zero at the 0.01 level, 

two-tailed test.  

a. Benjamini-Hochberg correction used to adjust for multiple comparisons of two outcomes.
 
b. Sample included valid, non-missing pretest and posttest and complete data for all covariates. 

c. Sample included valid, non-missing posttest and missing pretest and covariate values replaced with the average of non-missing 

values. 

d. Teacher sample with valid non-missing posttest and missing pretest and covariate values replaced with the average of non-

missing values. 

All models were estimated with the full set of all covariates:
 

•	 Teacher sex (male, female). 
•	 Teacher pretest measure of outcome variable (ATLAST Test of Force and Motion pretest of force and motion). 
•	 Teacher baseline confidence in teaching force and motion (teacher survey ratings). 
•	 Teacher teaching experience, based on five-level scale: beginning (0–2 years), high beginning (3–4 years), middle (5–7 


years), high middle (8–10 years), and veteran (11 or more years). 

•	 Teacher undergraduate degree (science, not science). 
•	 Treatment group (intervention, control). 
•	 Student academic ability (teacher-aggregated student grade 7 scores on 2008/09 standardized test in mathematics). 
•	 Site-by-treatment group interaction. 
•	 Teacher randomization stratum. 
• Missing-value indicators. 

Source: Author’s analysis of primary data collected for the study. 
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Influence of teacher-level covariates 

Covariates were varied in three regression models:  

• Basic model: Included no covariates beyond block dummy indicators, site × treatment 
interaction, and treatment condition. 

• Basic-plus-pretest model: Included the variables in the basic model plus baseline test 
score, and an indicator variable for missing data on the baseline student measure. 

• All covariates: Included all of the above terms plus the student-level and teacher-level 
covariates described in chapter 2, and indicator variables for missing data on each 
applicable covariate. 

All models were estimated for the teacher sample with valid, non-missing posttests (n = 133). 
Treatment effects on teachers’ content knowledge of force and motion reached statistical 
significance for all three models. However, the inclusion of the pretest in the impact analysis 
model (basic model plus pretest) decreased the point estimate from 9.8 to 6.1 and the effect size 
from 0.61 to 0.38. The differences in estimates when the pretest was included in the basic model 
likely reflect the significant differences between baseline science scores of intervention and 
control group teachers (see table 2.5). There were no differences between estimates for the model 
with pretest only and with all covariates. 

With respect to treatment effects on teachers’ confidence in their ability to teach force and 
motion, controlling for covariates did not significantly change the outcome. Treatment effects on 
confidence reached statistical significance for all three models, with effect sizes of  
0.46–0.49. 

Influence of analytic teacher sample 

Treatment effects were estimated for three models involving different subsets of the teacher data: 

• Complete cases: Teacher sample with valid, non-missing pretest and posttest and 
complete data for all covariates (n = 131). 

• Pretest and posttest: Teacher sample with valid, non-missing pretest and posttest and 
missing covariate values replaced with the average of non-missing values (n = 132). 

• Posttest: Teacher sample with valid, non-missing posttest and missing covariate values 
replaced with the average of non-missing values (n = 133). 

All models were estimated with the full set of all covariates. Estimating effects for different 
analytic samples did not change the outcome with respect to teachers’ content knowledge or 
confidence in their ability to teach force and motion (see table T.4). Treatment effects on 
teachers’ content knowledge of force and motion reached statistical significance for all three 
models. There were no differences between estimates of impact (6.2), p-values (.05), or effect 
sizes (.38) for the models with additional missing values. Treatment effects on teacher 
confidence reached statistical significance for all three models (p < 0.01), with effect size of 
0.49. 
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