Effect Size Basics:
Understanding the Strength of a Program’s Impact

Purpose

This quick-reference guide provides basic information about the measure called “effect size” to inform the selection of evidence-based interventions. It provides the following information:

- What is an effect size?
- What is the difference between effect size and statistical significance?
- What influences the effect sizes reported in studies?
- How can effect size be interpreted to inform decisions?

Intended Use

Education research increasingly includes “effect sizes” in discussions of findings from studies of policies, practices, interventions, programs, services, and curricula. Accordingly, it is helpful for educators to understand the definition of effect size, what factors influence reported effect sizes, and how effect sizes can be interpreted. This guide serves as a companion to the REL West guide, The Basics of Reviewing a Research Study, to assist state education agency staff, school district staff, and school staff as they review research to identify high-quality, evidence-based programs that meet their needs. This guide presents some basic concepts and considerations for reviewing research that reports effect sizes; however, it is not exhaustive. Additional resources are included at the end of this guide.

What is an effect size?

- Effect size is a measure of the strength or magnitude of the effect of a program on an outcome (or the strength or magnitude of the association between a program and an outcome) relative to a benchmark.

1 This guide will use “program” as shorthand for policies, practices, interventions, programs, services, and curricula.
2 Effect size can also indicate the strength or magnitude of the association between a program and an outcome such as when effect sizes are reported in correlational or descriptive studies. In these cases, the “effect” in “effect size” does not necessarily mean the program caused the outcome.
• Effect sizes are most useful when they are from studies with target populations and outcome measures that are similar to the ones of interest.
• A common benchmark used in education studies is the standard deviation\(^3\) of the outcome for the group that did not get the program (sometimes called the control or comparison group). For example, if a research article states, “The program had an effect size of 0.15 on the math assessment,” this should be interpreted as the average math assessment score for the group that received the program was 15 percent of a standard deviation larger than the average math assessment score for the group that did not receive the program.
• Effect size units are “standardized” so that effect sizes from different studies can be compared to one another.
• Effect sizes can be positive or negative. A positive effect size is desired if the program aims to increase a desired outcome (for example, the program aims to increase reading proficiency). A negative effect size is desired if the purpose of the program is to decrease an unwanted outcome (for example, the program aims to decrease absences).

What is the difference between effect size and statistical significance?

Effect size and statistical significance each measure something different and both are important pieces of information to consider when using research to inform decisions about programs. This table compares effect size and statistical significance along several dimensions.\(^4\)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Effect Size</th>
<th>Statistical Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>A measure of the strength or magnitude of the effect of a program on an outcome compared to a situation without the program.</td>
<td>The probability of observing a difference at least as large as the one between the two groups (for example, program versus no program) even if the true difference were zero.</td>
</tr>
<tr>
<td>Benchmark</td>
<td>Standard deviation</td>
<td>p-value</td>
</tr>
</tbody>
</table>

3 The standard deviation is a measure of how spread out the scores are around the average (or mean) on the outcome measure.
4 Many education researchers consider effect size an important piece of information when considering adoption of a program even though the Every Student Succeeds Act (ESSA) does not consider effect size as a factor for determining a program’s tier of evidence.
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<table>
<thead>
<tr>
<th>Dimension</th>
<th>Effect Size</th>
<th>Statistical Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use</strong></td>
<td>To determine the strength or magnitude of a program’s effect on the outcome.</td>
<td>To determine if observed differences between program and no-program groups (or between two groups receiving different programs) are statistically significant.</td>
</tr>
<tr>
<td><strong>Key value threshold(s)</strong></td>
<td>There is no single conventional threshold for determining a meaningful effect size.</td>
<td>The conventional threshold for a treatment effect being deemed “statistically significant” is $p &lt; .05$.</td>
</tr>
<tr>
<td><strong>Range of values</strong></td>
<td>Infinite negative or positive values.</td>
<td>Positive values between 0 and 1.</td>
</tr>
<tr>
<td><strong>Example</strong></td>
<td>“The average assessment score was 56.34 for the students that received the math program while the average assessment score was 51.05 for the students that did not receive the math program. The math program had an effect size of 0.11.”</td>
<td>“The average assessment score was 56.34 for the students that received the math program while the average assessment score was 51.05 for the students that did not receive the math program. This difference of 5.29 points was statistically significant at $p &lt; .05$. “Meaning: There was a 5% probability of observing a difference between the two groups at least as large as 5.29 points if the true difference between the two groups was zero points.”</td>
</tr>
</tbody>
</table>

Meaning: The program increased math scores by 11% of a standard deviation.
What influences the effect sizes reported in studies?

When reviewing a research study, it is important to remember that reported effect sizes are not only influenced by the effect of the program but also by characteristics of the study design and other factors. Below are several of many factors that can influence reported effect sizes.

Effect sizes reported in a research study tend to be smaller when....

- they are from the most rigorous research design, experimental studies (RCTs)
- there is less difference between what was implemented as part of the program versus no-program (or other-program) conditions
- the outcomes are difficult to measure
- the outcomes are measured long after the program was completed
- the sample represents the general population (for example, students of all socioeconomic backgrounds)

Effect sizes reported in a research study tend to be larger when....

- they are from less rigorous research designs such as quasi-experimental (QED) or descriptive studies
- there is more difference between what was implemented as part of the program versus no-program (or other-program) conditions
- the outcomes are easier to measure
- the outcomes are measured soon after the program was completed
- the sample represents a specific population (for example, students of lower economic backgrounds)

How can effect size be interpreted to inform decisions?

Policymakers and practitioners often want to know the “practical significance” of a program’s effect size. Consider one or more of the following:

- How does the effect size of a program compare with the effect sizes of other programs that focus on the same outcome?

One way to think about whether a reported effect size is meaningful is to compare it to the effect sizes of other programs that target the same outcome. This is particularly helpful when one has multiple programs to choose from for potential adoption. It requires comparing effect sizes across either individual research studies, or average effect sizes from research syntheses, or meta-analyses.

For example, the Reading Wizard program for grade 4 students had an effect size of 0.26 on a standardized reading assessment. The Reading Buddies program for grade 4 students had an effect size of 0.15 on the same standardized reading assessment. So, Reading Wizard has a stronger effect than Reading Buddies.
When comparing effect sizes across studies, syntheses, or meta-analyses, it is important to remember that the comparisons are relevant insofar as the target populations and outcome measures are similar to the ones of interest to the policymaker or practitioner.

**How does the effect size of a program compare with a typical year of growth or change on the outcome of interest?**

Another way to think about the meaningfulness of a program’s effect size is to compare it to what would be expected in terms of growth or change on the outcome of interest in the absence of the program. This is a useful comparison when considering academic outcomes that are measured by standardized assessments such as reading, math, or science. Information on “typical” or “average” growth can often be found in the manuals for standardized tests.\(^5\)

For example, as students progress from grade 5 to 6, the average annual student reading growth, based on several nationally normed reading tests, is an effect size of 0.30.\(^6\) Reading Wizard reports an effect size of 0.30 for grade 5, which means it leads to no greater than average annual growth in reading in grade 5. Reading Buddies reports an effect size of 0.45 for grade 5, which means it has a greater effect than the average growth in reading for grade 5.

This way of interpreting effect size is not possible if there are no available data on typical growth. Also, existing data are often based on the general population of students, which may differ for a specific population of students (for example, English learner students).

**How does the effect size of a program compare to the gap between different groups of students on the outcome of interest?**

A third way to think about the meaningfulness of a program’s effect size is to compare it to average gaps for demographic subgroups on the outcome of interest.\(^7\)

For example, the average White-Hispanic performance gap on grade 4 mean NAEP reading scores is 0.77, with Hispanic students, on average, scoring lower than White students. Reading Wizard reports an effect size of 0.35 for Hispanic students in grade 4. This means the average effect size of Reading Wizard for Hispanic students in grade 4 equals almost half of the White-Hispanic performance gap on the average grade 4 NAEP reading scores.

This way of interpreting effect size is not possible if there are no available data on the gaps. Also, data on existing gaps are often based on nationally representative samples which may differ from the local context.

---

\(^5\) Hill et al. (2007).

\(^6\) Scammacca, Fall, & Roberts (2015).

\(^7\) See Hill et al. (2007) for examples of these gaps.
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